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Abstract 

 

The predictability of stock market returns has been a challenge to market practitioners 

and financial economists.  This is also important to central banks responsible for 

monitoring financial market stability.  A number of variables have been found as 

predictors of future stock market returns with impressive in-sample results.  

Nonetheless, the predictive power of these variables has often performed poorly for 

out-of-sample forecasts.  This study utilises a new method known as “Aggregate 

Forecasting Through Exponential Re-weighting (AFTER)” to combine forecasts from 

different models and achieve better out-of-sample forecast performance from these 

variables.  Empirical results suggest that, for longer forecast horizons, combining 

forecasts based on AFTER provides better out-of-sample predictions than the historical 

average return and also forecasts from models based on commonly used model selection 

criteria. 
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Executive Summary: 

 

• The predictability of stock market returns has been a challenge to market 

practitioners and financial economists.  While a large number of financial, 

macroeconomic and valuation variables have been found to have good in-sample 

predictive power, they often perform poorly for out-of-sample forecast. 

 

• This study applies a new model combination method known as “Aggregate 

Forecasting Through Exponential Re-weighting (AFTER)” to examine its 

out-of-sample forecast performance.  The method is used to generate out-of-sample 

return forecasts for eight stock market indices in six economies – Hong Kong, Japan, 

the US, the UK, France and Germany. 

  

• The empirical results based on the forecast evaluation tests suggest that for a short 

(one month) horizon, forecasts derived from AFTER are “as good as” those from the 

historical average return, a commonly used benchmark.  For longer forecast 

horizons (six months and longer), forecasts from AFTER are in general able to 

outperform the benchmark and sometimes those based on model selection criteria. 

 

• In view of its relatively better performance, the AFTER forecast could be used with 

caution as a reference if there is a need to know the long-term performance of the 

stock market in policy makers’ monitoring work. 
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I. INTRODUCTION 

 

The predictability of stock market returns has been a challenge to market 

practitioners and financial economists.  This is also important to central banks 

responsible for monitoring financial stability.  On the one hand, numerous studies have 

proposed various financial, macroeconomic and stock valuation variables and found 

them able to predict subsequent stock market returns for long horizons.
2
  On the other 

hand, several studies express concerns about spurious results based on these variables 

(Nelson and Kim (1993) and Stambaugh (1999)) and cast doubts on the evidence of 

return predictability, given that the out-of-sample predictions have often performed 

poorly (Bossaerts and Hillian (1999) and Goyal and Welch (2006)).
3
 

 

The performance of out-of-sample forecasts also varies with the models 

and variables used over time.  Given the large number of potential variables that are 

relevant to predict stock market return, there is little consensus on what kinds of models 

have the best predictive power.  The use of different statistical model selection criteria 

does not help in choosing the single “best” model from these candidates.
4
  Facing the 

model uncertainty and/or model instability, taking an average over a number of forecasts 

from different models might improve the out-of-sample forecast performance.
5
 

 

This study addresses the model uncertainty issue and examines the 

out-of-sample predictability of stock market returns by using a new model combination 

method known as “Aggregate Forecasting Through Exponential Re-weighting 

(AFTER)” introduced by Yang (2004).  The weighting scheme in AFTER takes into 

account prominent features of financial data such as the time-varying volatility with 

simple implementation procedure (Hagmann and Loebb (2006)).  We apply the AFTER 

weighting algorithm to examine the out-of-sample return forecasts of eight stock market 

indices from six economies.  Empirical results suggest that, for long forecast horizons 

(six months and longer), combining forecasts based on AFTER provides better 

out-of-sample predictions than the historical average return and sometimes those 

provided by commonly used model selection criteria. 

                                                 
2
 Fama and French (1988) and Campbell and Shiller (1988a, 1988b), among many others, find that 

variable such as the dividend yield, the price-earnings ratio, the default premium, the term premium 

and the short-term interest rate forecast excess stock market returns.  Several studies suggest other 

variables like corporate payout and financing activity (Lamont 1998, Baker and Wurgler 2000), and 

the consumption to wealth ratio (Lettau and Ludvigson 2001, Guo 2006) as predictors of stock market 

returns. 
3
 In some recent studies, however, it is shown that the previous in-sample results are not spurious and 

the negligible out-of-sample predictive power may be due to small sample sizes.  For details, see 

Inoue and Kilian (2004), Campbell and Thompson (2006) and Hjalmarsson (2006). 
4
 See Bossaerts and Hillion (1999) and Pesaran and Timmermann (1995, 2000). 

5
 Hendry and Clements (2004) provide formal evidence on the value-added of averaging over several 

models.  Aiolfi and Favero (2005) find that averaging over a subgroup of models significantly 

improves the quality of the stock return forecast. 
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 This paper contributes to the financial return forecasting literature using 

the model averaging approach in two aspects: (i) instead of focusing on one particular 

stock market (i.e. Hagmann and Loebb (2006) on S&P 500 Index), this study applies 

AFTER to eight stock market indices from six different economies; and (ii) while other 

studies only conduct one-period ahead forecast, we apply forecast combination to 

various forecast horizons up to 24 months. 

 

The remainder of this paper is organised as follows.  In Section II we 

provide an overview of model combination and a description of Yang’s AFTER 

algorithm.  Section III discusses the stock markets covered in the study, the empirical 

implementation of the AFTER algorithm and the various tests for forecast accuracy 

comparison.  Section IV presents the empirical evidence on the predictability of stock 

market returns arising from model combination.  Section V summarises the results and 

concludes. 

 

 

II. MODEL COMBINATION AND AFTER 

 

2.1 Model Combination 

 

Despite the vast interest in studying stock market predictability, there is 

little consensus on the specification of the “best” predictive model.  In picking a model, 

many studies base on some standard statistical model selection criteria (e.g. the adjusted 

R
2
 and Akaike’s information criterion) and/or hypothesis testing.  However, a model 

that meets the selection criteria and has good predictive power relative to others in one 

subperiod does not usually have the same predictive ability in another subperiod.  

To capture the strengths of other competing models, it is desirable to average over a 

number of forecasts from different models.  The idea that forecast combination 

outperforms any individual forecast has attracted attention since it was introduced by 

Bates and Granger (1969), when they combined two separate sets of forecasts of airline 

passenger data and found that the composite set of forecasts yielded lower mean-square 

error than either of the original forecasts.  Stock and Watson (2003, 2004) considered 

inflation and output growth prediction in each of the G7 economies using a large number 

of possible models.  They showed that the best prediction performance is obtained by 

simply averaging the forecasts from the large number of models.
6
 

                                                 
6
 Hibon and Evgeniou (2005) argued that while forecast combination does not always outperform the 

best single model, it is less risky in practice to combine forecasts than to select an individual 

forecasting method. 
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2.2 The AFTER Algorithm 

 

In this study, we follow Hagmann and Loebb (2006) and use a model 

combination algorithm called “Aggregate Forecasting Through Exponential 

Re-weighting (AFTER)” introduced by Yang (2004) to investigate out-of-sample stock 

market predictability.  Hagmann and Loebb find AFTER a better way of averaging 

forecasts as AFTER takes into account prominent features of financial time series such as 

time-varying volatility, while in the meantime, it also shares some of the Bayesian 

interpretation.
7
  A key feature in AFTER, as pointed out by Hagmann and Loebb, is that 

the time-varying weights associated with a member of the models are directly linked to 

the past out-of-sample performance of that model.  This property is attractive in the 

evaluation of return predictability as it is the out-of-sample prediction performance that 

matters.  In addition, the AFTER algorithm is simple and easy to implement.  

Hangmann and Loebb (2006) implement AFTER for predicting S&P 500 index returns 

and find that AFTER significantly beats the constant, unconditional benchmark model. 

 

The following section describes Yang’s AFTER algorithm.  Suppose that 

future returns on stock market rt+1 are forecastable using a simple linear regression 

specification by a set of k financial and macroeconomic indicators available at time t.  

With these k variables, there are 2
k
 different competing linear models.  Each of these 

models is given by: 

 

1,

'

1 ++ ++= ttjjjt xr εβα          (1) 

 

where j is a model-specified indicator, tjx ,  is a model-unique subset of n variables, 

1+tε  is normally distributed with mean zero and standard deviation 1, +tjσ .  The 

parameter n ranges between zero and k.  When n = 0, future returns are assumed to be 

constant.  When n = k, all k variables are included in the model.  We assume that the 

forecast of future return is obtained by averaging over the resulting forecasts from the 2
k
 

competing models: 
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7
 As to be shown later, the posterior probability assigned to the model in the AFTER framework 

depends on the out-of-sample forecast performance of the model.  This is updated over time when 

more data are available. 
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where jα
)

 and jβ
)

 are coefficient estimates for model j obtained from ordinary least 

squares estimation.  Yang (2004) proposes to choose the model weight ( tjw , ) in 

Equation (2) at time t as: 
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where tjr ,

)
 and 2

, tjσ
)

 are forecast return of model j and its variance respectively, which 

are available at time t-1.  The weight of each competing model is updated on the basis 

of past out-of-sample performance.  As mentioned in Yang (2004), the weighting 

scheme in Equation (3) has a Bayesian interpretation.  If we view 1, −tjw  as the prior 

probability of model j before observing the actual tr ,  then tjw ,  can be treated as the 

posterior probability of this model after tr  is known.  Hence, this posterior probability 

depends on the out-of-sample forecast performance of tjr ,

)
 which was available at time 

t-1.  The idea of AFTER is to assign more weight for those models that have been 

predicting more accurately in the past.
8
 

 

 

III. DATA AND EMPIRICAL ESTIMATION 

 

3.1 The Data 

 

The empirical examination uses monthly observations on eight 

benchmark stock market returns from six economies.  Table 1 highlights these 

benchmark stock market indices. 

 

Table 1.  Benchmark Stock Market Indices 
  

Stock Market Benchmark Index 
  

  

Hong Kong Hang Seng Index (HSI), Hang Seng China Enterprises Index (H-share) 

Japan TOPIX Index (TOPIX) 

US Dow Jones Industrial Average (DJIA), S&P 500 (SP500) 

UK FTSE 100 Index (FT100) 

Germany DAX 30 Index (DAX) 

France CAC 40 Index (CAC) 
  

  

Source: Bloomberg 

                                                 
8
 For more on the theoretical properties of AFTER, see Yang (2004). 
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In order to avoid the data-snooping bias of exhaustively including as 

many potential variables into different models as possible, we include only those 

financial and macroeconomic variables, that are found to be important in previous 

studies on return predictability (see Cremers (2002) for an overview of variables used in 

past research studies), in the linear regression specification (as in Equation (1)).
9
  

In particular, at time t and for a forecast horizon of h-period ahead, the following eight 

variables are used:
10

 

 

• The stock market return at time t-h 

• The dividend yield of the respective stock market index at time t-h 

• The price-earnings ratio of the respective stock market index at time t-h 

• The inflation rate (year-on-year change in the consumer price index) at time t-h 

• The month-on-month change in the yield of 3-month government instrument at 

time t-h 

• The term premium measured by the difference between the yields of 10-year 

and 3-month government instruments at time t-h 

• The interest differential between the overnight and 3-month interbank rates at 

time t-h 

• The ‘Fed Model’:
11

 it is the spread between the earnings yield of the stock 

market index and the yield of 10-year government instrument at time t-h 

 

3.2 Empirical Estimation 

 

3.2.1. Sample period, setting of initial weight and model specification 

 

Monthly data from January 1970 to July 2007 are covered in the empirical 

analysis.
12

  In this study, we consider four different forecasting horizons, namely one 

month, six months, one year and two years.  The setup of the linear regression 

specification in Equation (1) becomes: 

 

httjjjht xr ++ ++= εβα ,

'
        (4) 

 

where htr +  is the h-month ahead log return of the stock market index, h is the forecast 

horizon and tjx ,  is a model-unique subset of n variables available at time t.  Given that 

                                                 
9
 There is no consensus on which predictive variables should be included as each study focuses on a 

particular set of predictive variables to forecast index returns. 
10

 Data of these variables are from Bloomberg, CEIC and Datastream. 
11

 The ‘Fed Model’ is discussed in the Board of Governors of the Federal Reserve System (1997). 
12

 Note that due to data availability, not all the data series of the predictive variables start from January 

1970. 
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there are eight variables, a combination of these variable results in a total of 256 

individual models in the form of Equation (4). 

 

  The forecast comparison is based on out-of-sample forecasts from 

January 1999 to July 2007.  The period from January 1970 to December 1998 is used 

for calculating initial parameter estimates of the 256 regression models.  For each 

forecasting month, we re-estimate all 256 regression models with an expanding window 

resulting in a total of 103 out-of-sample forecasts as well as their variances.  The time 

series of forecasts and variances are then used to generate a sequence of model weights 

according to Equation (3) of the AFTER algorithm.  With a sequence of model weights 

for each of the 256 models, a time series of combined out-of-sample forecasts can be 

derived using Equation (2). 

 

To implement Equation (3) of the AFTER algorithm, some starting 

weights are chosen at the very beginning of the forecasting period.  Since the “true” set 

of parameters is seldom known and we do not have “a prior” knowledge on which 

variable (or model) is more informative in stock market forecasting, a simple way is to 

assign the same weight to each of the 256 models at the beginning.
13

 

 

  Finally, a measure of the error variance for each model is needed to 

implement the AFTER algorithm of Equation (3).  As it is well known that financial 

time series are most likely to have time-varying volatility, each of the 256 models in the 

form of Equation (4) is estimated under a simple GARCH(1,1) specification with the 

conditional variance ( 2σ ) specified as: 

 

   2

1

2

1

2

−+−++ ++= hththt βσαεωσ         (5) 

 

 

3.2.2. Competing methods 

 

  For out-of-sample forecast accuracy comparison, the benchmark is the 

historical average return (Average) obtained recursively from an unconditional constant 

model.
14

  In addition to the historical average, the forecasts obtained from AFTER are 

also compared with those obtained from the following methods: 

                                                 
13

 We also assign alternative initial weights following Hagmann and Loebb (2006) and we note that their 

impacts on the forecast comparison results are insignificant.  Thus, we only present the empirical 

results with equal initial weights. 
14

 The use of historical average as a benchmark in the forecast comparison is also found in Goyal and 

Welch (2006) and Campbell and Thompson (2006). 



 

 

- 9 - 

 

a. model selection based on the Akaike information criterion (AIC) and the 

Bayesian information criterion (BIC): the out-of sample forecast is taken from 

the single “best” model selected recursively at each out-of-sample forecast 

period based on the respective information criterion;
15

 
 

b. equal-weight moving averages (EW5): a 5-year moving average of actual 

returns; and 
 

c. decaying-weight moving averages (DW5):  a 5-year moving average with 

decaying weights based on actual returns
16

 

 

Altogether, the forecasts derived from the AFTER algorithm are compared with forecasts 

from the benchmark model as well as those from four alternative methods. 

 

 

3.3 Evaluation of out-of-sample forecast 

 

Out-of-sample forecast is evaluated by several methods and tests, 

including: 

 

1. Root-mean-square error (RMSE): defined as: 

 

RMSE = ∑
=

−
T

t

tti rr
T 1

2

, )(
1 )

 

 

 where rt is the actual stock market return at time t, tir ,

)
 is the out-of-sample 

forecast of stock market return at time t based on the forecast method i at time 

t – h, and T is the number of effective out-of-sample forecasts.  The smaller 

the RMSE of a model is, the better the model performs. 

                                                 
15

 Among all estimated models, the one with the smallest value of AIC (or BIC) is preferred.  

Please refer to Akaike (1974) and Schwarz (1978) for details of the respective information criterion. 
16

 The weights are assigned in a decaying function of time.  More weight is given to the more recent 

stock return than to returns in the distant past.  The decay rate is 10% per month, i.e. if a weight of 

100% is given to the return in the recent month, then a weight of 90% is given to the return in the 

previous month. 
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2. The Diebold and Mariano (1995) test statistic (DM-test): to statistically 

compare the forecasts of two models, we perform the DM-test using the 

squared error (SE) loss function with the constant, unconditional historical 

average as the benchmark model.  The squared error loss function is defined 

as: 

 
2

,

2

, )()( tctitd εε −=  

 

 where ti ,ε  is the out-of-sample forecast error from forecast method i at time t, 

and cε  is the out-of-sample forecast error from the historical average model at 

time t.  In general, the DM statistic is given as 

 

     
)(dSE

d
DM =  

 

 where d  is the sample mean of the loss function td  and )(dSE  is the 

standard error of d .
17

  The DM statistic is asymptotically t-distributed under 

the null hypothesis of equal forecast accuracy.  A DM statistic of 1.96 or larger 

implies that the difference between the two squared errors is statistically 

significant. 

 

3. The Theil (1961) U statistic (U-statistic): a measure of the degree to which the 

forecast differs from the actual.  The statistics is computed as: 

 

U-statistic = 

∑∑
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The U-statistic is bounded between zero and one.  The more accurate the 

forecasts are, the smaller is the value of the U-statistic.  The model with its 

U-statistic closer to zero is preferred. 

                                                 
17

 As mentioned in Diebold and Mariano (1995), )(dSE  has to be a consistent estimate.  Therefore, 

)(dSE is corrected for the presence of heteroskedasticity and autocorrelation by Newey and West 

(1987). 
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4. Direction-of-change measure: defined as the percentage of correct direction 

forecasts.  Two variables are defined as: 

 


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  The performance of forecast method i in terms of the percentage of correct 

direction change (CDC) is: 
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  where Φ  takes the value one when trr DCDC
ti ,

*

,
=)  and zero otherwise. 

 

5. The Pesaran and Timmermann (1992) non-parametric test (PT-test): similar to 

the CDC, the PT-test examines whether the directional movements of the actual 

and forecast returns are in line with one another.  The larger the PT statistic, 

the better is the match.  To calculate the PT statistic, we first define the 

following variables: 
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  Now, the PT statistic (PT) is defined as: 
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  If the PT statistic of a forecast method is greater than 1.96, then the null 

hypothesis of no predictive performance at the 5% significance level is rejected.  

For this test, the larger the PT statistic is, the more the method is preferred. 

 

 

IV. RESULTS 

 

4.1 Out-of-sample forecast comparison 

 

In this section, we present the out-of-sample forecast comparison results 

of different stock markets based on AFTER and other forecasting methods.  Tables 2 to 

9 report the summary statistics of the six out-of-sample forecast evaluation tests for 

individual stock markets under different forecast horizons. 
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4.1.1. Hong Kong Hang Seng Index and H-share Index 

 

Table 2.  Forecast Comparison Statistics: Hang Seng Index 
             

 Forecast Horizons 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  6.4   12.0   19.8   24.4  

Average  6.1   16.0   26.1   38.9  

EW5  6..1   15.0   23.9   34.9  

DW5  6.2   13.8   20.7   26.1  

AIC  7.2   23.0   20.0   13.9  

BIC  6.1   21.6   20.6   14.0  
             

DM-statistic 
2
             

AFTER  0.89   -2.33*   -2.67*   -3.06*  

EW5  -0.18   -0.56   -0.68   -0.82  

DW5  0.48   -0.98   -1.32   -1.96*  

AIC  1.00   0.96   -1.40   -3.00*  

BIC  -0.48   0.92   -1.20   -3.00*  
             

U-statistic 
3
             

AFTER  0.82   0.50   0.46   0.37  

Average  0.80   0.61   0.58   0.59  

EW5  0.91   0.80   0.78   0.79  

DW5  0.81   0.57   0.51   0.44  

AIC  0.74   0.66   0.41   0.20  

BIC  0.79   0.65   0.42   0.20  
             

CDC 
4
             

AFTER  0.61   0.72   0.81   0.87  

Average  0.61   0.60   0.67   0.71  

EW5  0.53   0.52   0.67   0.59  

DW5  0.63   0.72   0.83   0.78  

AIC  0.56   0.61   0.78   0.93  

BIC  0.58   0.62   0.77   0.95  
             

PT-statistic 
5
             

AFTER  0.47   4.17
+
   5.58

+
   5.19

+
  

Average  1.00   1.00   1.00   1.00  

EW5  0.29   0.12   2.59
+
   0.11  

DW5  2.01
+
   4.07

+
   6.23

+
   3.76

+
  

AIC  -0.08   1.87   4.83
+
   6.58

+
  

BIC  -0.18   2.04
+
   4.62

+
   6.78

+
  

             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared error 

under the respective forecast method is significantly less than that under the historical average model. 

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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Table 3.  Forecast Comparison Statistics: H-share Index 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  10.2   24.1   34.9   40.3  

Average  9.7   24.4   33.0   53.9  

EW5  9.7   24.8   33.2   49.1  

DW5  9.8   23.9   28.4   31.2  

AIC  11.2   31.9   39.0   30.7  

BIC  10.9   30.3   39.5   30.0  
             

DM-statistic 
2
             

AFTER  1.31   -0.12   0.55   -2.81*  

EW5  0.10   0.36   0.12   -2.23*  

DW5  0.94   -0.29   -1.24   -4.39*  

AIC  1.84   1.73   1.42   -3.54*  

BIC  1.46   1.55   1.49   -3.62*  
             

U-statistic 
3
             

AFTER  0.81   0.60   0.53   0.50  

Average  0.89   0.83   0.70   0.68  

EW5  0.85   0.70   0.60   0.57  

DW5  0.81   0.61   0.45   0.32  

AIC  0.73   0.60   0.58   0.32  

BIC  0.73   0.59   0.57   0.31  
             

CDC 
4
             

AFTER  0.56   0.66   0.74   0.78  

Average  0.57   0.68   0.77   0.62  

EW5  0.57   0.65   0.66   0.64  

DW5  0.57   0.66   0.77   0.81  

AIC  0.54   0.51   0.68   0.86  

BIC  0.57   0.53   0.64   0.86  
             

PT-statistic 
5
             

AFTER  0.62   2.64
+
   3.88

+
   3.99

+
  

Average  1.46   2.94
+
   5.79

+
   4.30

+
  

EW5  1.52   3.66
+
   4.58

+
   4.49

+
  

DW5  0.96   1.89   4.52
+
   5.59

+
  

AIC  1.13   0.28   3.55
+
   5.71

+
  

BIC  0.87   0.54   2.13
+
   5.71

+
  

             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared 

error under the respective forecast method is significantly less than that under the historical average model.   

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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Table 2 shows that for the predictability of the HSI return, the forecast 

under AFTER does not appear to perform well for the one-month horizon when 

compared to other methods, even though the DM-statistics indicate equal accuracy 

between AFTER and the historical average benchmark model.  For longer horizons 

(six months and longer), AFTER consistently beats the unconditional historical average 

benchmark model, and sometimes the four other alternative methods, in the forecast 

evaluation tests.  Only for a 24-month horizon, forecasts based on the two model 

selection methods (AIC and BIC) outperform those from AFTER. 

 

  For the H-share index return, the results in Table 3 indicate that AFTER 

does not outperform other alternative methods significantly under all forecast horizons.  

In fact, based on these results, the historical average benchmark model performs as well 

as (sometimes outperforms) other alternative methods.  AFTER beats the benchmark 

model only for the 24-month horizon.  While the RMSEs from AFTER are, in general, 

larger than those from the benchmark model for other horizons, the DM-statistics suggest 

that the forecasts from AFTER and the benchmark model are equally accurate.  

Similar to the HSI case, the forecasts from the two model selection methods (based on 

AIC and BIC) for the 24-month horizon are more accurate than those from AFTER. 
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4.1.2. Japan TOPIX Index 

 

Table 4.  Forecast Comparison Statistics: TOPIX 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  4.6   14.1   20.0   29.3  

Average  4.6   16.1   25.8   32.6  

EW5  4.6   15.3   23.3   33.6  

DW5  4.5   13.5   18.4   20.5  

AIC  4.8   16.8   21.5   25.1  

BIC  4.7   16.3   22.0   24.5  
             

DM-statistic 
2
             

AFTER  0.49   -1.54   -1.97*   -0.77  

EW5  0.54   -1.35   -2.32*   0.89  

DW5  -0.17   -1.83   -2.66*   -4.65*  

AIC  1.32   0.32   -1.96*   -2.26*  

BIC  1.01   0.08   -1.76   -2.55*  
             

U-statistic 
3
             

AFTER  0.90   0.65   0.56   0.49  

Average  0.97   0.81   0.83   0.83  

EW5  0.91   0.85   0.83   0.80  

DW5  0.76   0.58   0.49   0.35  

AIC  0.78   0.65   0.63   0.41  

BIC  0.81   0.64   0.62   0.40  
             

CDC 
4
             

AFTER  0.50   0.69   0.71   0.73  

Average  0.44   0.43   0.41   0.51  

EW5  0.45   0.45   0.47   0.43  

DW5  0.60   0.71   0.76   0.81  

AIC  0.52   0.61   0.62   0.76  

BIC  0.50   0.68   0.64   0.76  
             

PT-statistic 
5
             

AFTER  -0.25   3.86
+
   4.15

+
   4.54

+
  

Average  -1.20   -0.30   -0.82   2.95
+
  

EW5  -0.83   -0.52   0.28    2.37
+
  

DW5  1.92   4.10
+
   5.14

+
   6.51

+
  

AIC  0.51   2.21
+
   2.00

+
   5.64

+
  

BIC  0.03   3.69
+
   3.00

+
   5.64

+
  

             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared error 

under the respective forecast method is significantly less than that under the historical average model.   

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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 For the stock market in Japan, Table 4 indicates that for the forecast 

horizons of six months and longer, AFTER produces better results under all tests than the 

unconditional historical average benchmark model.
18

  In these cases, the out-of-sample 

forecasts from AFTER yield smaller RMSEs (even though the DM-statistics sometimes 

suggest insignificant differences between forecasts from AFTER and the benchmark 

model), U-statistics closer to zero, higher percentage of correct directional change, and a 

significant PT-statistic.  Even though the forecasts from AFTER have an edge over 

those from the historical average benchmark model for long horizons, it is noted that 

their better performance is not obvious when compared to forecasts from AIC, BIC and 

the 5-year decaying-weight moving average (DW5), especially for the 24-month 

horizon.
19

 

                                                 
18

 For the 1-month horizon, however, the forecast from AFTER is only marginally better than that of the 

benchmark model. 
19

 For a 24-month horizon, forecasts from AIC, BIC and DW5 have smaller RMSEs than AFTER 

forecasts, U-statistics much closer to zero, higher CDCs and more significant PT-statistics. 
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4.1.3. US Dow Jones Industrial Average (DJIA) and S&P 500 Index (SP500) 

 

Table 5.  Forecast Comparison Statistics: DJIA 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  4.1   10.3   13.9   19.9  

Average  4.1   9.1   13.1   19.1  

EW5  4.2   9.8   15.1   25.3  

DW5  4.2   8.1   10.2   13.2  

AIC  4.2   11.9   15.8   24.8  

BIC  4.1   11.9   15.9   24.4  
             

DM-statistic 
2
             

AFTER  1.08   1.29   0.49   1.28  

EW5  1.89   1.10   1.87   3.69#   

DW5  1.34   -1.05   -1.48   -1.91  

AIC  1.68   1.69   1.38   1.79  

BIC  -1.02   1.72   1.41   1.62  
             

U-statistic 
3
             

AFTER  0.83   0.60   0.58   0.58  

Average  0.86   0.68   0.61   0.58  

EW5  0.84   0.65   0.62   0.67  

DW5  0.84   0.56   0.44   0.40  

AIC  0.82   0.61   0.58   0.60  

BIC  0.86   0.62   0.58   0.59  
             

CDC 
4
             

AFTER  0.55   0.66   0.67   0.67  

Average  0.55   0.66   0.68   0.67  

EW5  0.48   0.55   0.59   0.56  

DW5  0.54   0.71   0.81   0.76  

AIC  0.52   0.66   0.68   0.69  

BIC  0.55   0.66   0.68   0.68  
             

PT-statistic 
5
             

AFTER  1.00   1.00   1.46   1.00  

Average  1.00   1.00   1.00   1.00  

EW5  -1.28   -0.91   -1.09   -2.51   

DW5  0.35   3.17
+
   5.48

+
   4.53

+
  

AIC  -1.59   1.00   1.00   1.94  

BIC  1.00   1.00   1.00   1.51  
             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. # indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared 

error under the respective forecast method is significantly larger than that under the historical average 

model. 

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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Table 6.  Forecast Comparison Statistics: SP500 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  4.1   12.3   18.1   25.5  

Average  4.1   10.6   17.3   27.8  

EW5  4.2   11.6   19.6   35.1  

DW5  4.1   8.6   12.0   17.8  

AIC  4.3   13.9   23.5   39.5  

BIC  4.1   13.6   22.7   39.4  
             

DM-statistic 
2
             

AFTER  0.34    1.60   0.92   -1.50  

EW5  2.32#   1.56   1.75   3.60#  

DW5  0.40   -1.37   -1.71   -2.04*  

AIC  1.73    1.91   2.01#   1.96#   

BIC  -1.97*   2.00#    2.24#   1.96#   
             

U-statistic 
3
             

AFTER  0.85   0.70   0.63   0.66  

Average  0.85   0.72   0.66   0.68  

EW5  0.85   0.73   0.71   0.76  

DW5  0.80   0.51   0.41   0.39  

AIC  0.86   0.70   0.68   0.74  

BIC  0.85   0.70   0.68   0.76  
             

CDC 
4
             

AFTER  0.55   0.66   0.68   0.63  

Average  0.57   0.66   0.69   0.62  

EW5  0.43   0.40   0.34   0.23  

DW5  0.57   0.79   0.86   0.80  

AIC  0.51   0.65   0.70   0.60  

BIC  0.57   0.66   0.71   0.60  
             

PT-statistic 
5
             

AFTER  -0.48   1.00    -0.68    1.46   

Average  1.00   1.00    1.00    1.00   

EW5  -1.85   -2.96   -4.37    -6.21  

DW5  0.96   5.23
+
   6.96

+
    5.90

+ 
  

AIC  -1.33   -0.02   1.36   -0.20  

BIC  1.00   0.49    1.95   -0.20  
             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared 

error under the respective forecast method is significantly less than that under the historical average model.  
# indicates the average squared error under the respective forecast method is significantly larger than that 

under the historical average model. 

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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The forecast comparison results in Tables 5 and 6 illustrate the 

performance of the forecasts from AFTER in the US stock market.  From the forecast 

results on DJIA in Table 5, we conclude that AFTER is unable to beat the historical 

average benchmark model in several tests, including the RMSE (even though the 

DM-statistics are insignificant, suggesting that the forecasts from AFTER and that of the 

benchmark model are equally accurate) and CDC.  Nonetheless, AFTER yields a 

smaller U-statistic compared to the benchmark model, suggesting that the degree to 

which the forecasted return from AFTER differs from the actual return is smaller than the 

forecast based on the benchmark model.  Compared to the alternative methods, 

forecasts from AFTER only outperform marginally.  Generally, forecasts from AFTER 

have smaller RMSEs than those from AIC, BIC and the equal-weight moving average 

(EW5).  However, in terms of the U-statistics and CDC, their forecast results are very 

similar.  Similar findings are observed for SP500 in Table 6.
20

  The forecast results in 

this study of the S&P 500 Index using AFTER are not as good as the findings suggested 

by Hagmann and Loebb (2006).  The different results in the two studies may be due to 

the differences in the number of variables included (and thus the number of models being 

combined), the setup of the dependent variables and the sample period. 

 

 

                                                 
20

 It is noted that for both DJIA and SP500, the method that outperforms the benchmark model and other 

methods is the decaying-weight moving average (DW5), of which forecasts yield the smallest RMSE, 

higher CDC, and smaller U-statistics among all forecast methods and across all forecast horizons 

(except the 1-month case). 
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4.1.4. UK FTSE100 Index (FT100) 

 

Table 7.  Forecast Comparison Statistics: FT100 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  4.0   9.9   10.0   11.5  

Average  3.9   10.6   19.8   33.2  

EW5  4.0   11.1   18.5   34.0  

DW5  3.9   7.9   10.7   16.5  

AIC  4.0   9.9   9.6   9.8  

BIC  3.9   9.6   10.0   9.7  
             

DM-statistic 
2
             

AFTER  1.03   -1.17   -2.65*   -3.80*  

EW5  0.62   0.48   -0.57   0.28   

DW5  -0.25   -1.44   -2.19*   -2.84*  

AIC  0.90   -0.68   -2.82*   -3.44*  

BIC  0.13   -1.00   -2.80*   -3.52*  
             

U-statistic 
3
             

AFTER  0.84   0.60   0.40   0.25  

Average  0.82   0.70   0.69   0.70  

EW5  0.88   0.80   0.79   0.83  

DW5  0.79   0.50   0.40   0.36  

AIC  0.77   0.57   0.37   0.21  

BIC  0.85   0.55   0.39   0.20  
             

CDC 
4
             

AFTER  0.54   0.69   0.89   1.00  

Average  0.58   0.63   0.66   0.55  

EW5  0.42   0.38   0.37   0.32  

DW5  0.62   0.79   0.85   0.82  

AIC  0.54   0.76   0.86   0.98  

BIC  0.54   0.76   0.86   0.99  
             

PT-statistic 
5
             

AFTER  -0.80   2.93
+
   7.90

+
   10.20

+
  

Average  1.00   1.00   1.00   1.00  

EW5  -1.94   -2.88   -3.21   -3.69  

DW5  2.05
+
   5.44

+
   6.91

+
   6.58

+ 
  

AIC  -0.01   4.68
+
   7.22

+
   9.76

+ 
  

BIC  -0.50   4.70
+
   7.22

+
   9.98

+ 
  

             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared 

error under the respective forecast method is significantly less than that under the historical average model.   

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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  For the UK stock market, Table 7 shows that for 1-month horizon, 

AFTER is unable to beat the historical average benchmark model in most tests.  

Similarly, forecasts from other alternative methods also underperform against those 

based on the simple historical average.  However, for forecast horizons of six months 

and longer, AFTER performs better against the benchmark model with significantly 

smaller RMSEs, smaller U-statistics, larger CDC and significant PT-statistics.  In most 

cases, AFTER also outperforms the alternative methods.
21

 

 

 

                                                 
21

 Forecasts from the two model selection methods (AIC or BIC) are sometimes more accurate than that 

from AFTER. 
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4.1.5. France CAC 40 Index (CAC) 

 

Table 8.  Forecast Comparison Statistics: CAC 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  5.2   12.6   20.0   29.9  

Average  5.3   16.0   25.7   39.7  

EW5  5.5   16.9   28.9   49.9  

DW5  5.3   12.2   18.1   25.8  

AIC  5.3   14.7   17.5   35.7  

BIC  5.5   14.8   19.5   36.9  
             

DM-statistic 
2
             

AFTER  -0.28   -2.21*   -1.98*   -1.98*  

EW5  2.73#   0.98   2.13#   2.87#  

DW5  -0.07   -1.50   -1.75   -2.62*  

AIC  0.17   -1.01   -2.24*   -0.96  

BIC  0.91   -0.94   -1.65   -0.57  
             

U-statistic 
3
             

AFTER  0.74   0.49   0.46   0.40  

Average  0.87   0.67   0.68   0.78  

EW5  0.86   0.79   0.77   0.77  

DW5  0.75   0.48   0.41   0.35  

AIC  0.69   0.54   0.38   0.46  

BIC  0.72   0.55   0.39   0.48  
             

CDC 
4
             

AFTER  0.56   0.82   0.78   0.87  

Average  0.62   0.69   0.68   0.63  

EW5  0.42   0.35   0.33   0.27  

DW5  0.65   0.81   0.83   0.81  

AIC  0.60   0.74   0.89   0.82  

BIC  0.59   0.77   0.90   0.81  
             

PT-statistic 
5
             

AFTER  1.00   5.57
+
   4.45

+
   7.46

+
  

Average  1.00   1.00   1.00   1.00  

EW5  -2.19   -4.06   -4.50   -5.11  

DW5  2.34
+
   5.58

+
   6.04

+
   6.15

+
  

AIC  1.98
+
   3.36

+
   7.61

+
   6.45

+
  

BIC  1.63   4.17
+
   7.84

+
   6.08

+
  

             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared 

error under the respective forecast method is significantly less than that under the historical average model.  
# indicates the average squared error under the respective forecast method is significantly larger than that 

under the historical average model. 

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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  Similar to the UK case, the forecast results of the French stock market 

return in Table 8 show that for the 1-month horizon, AFTER marginally outperforms the 

historical average benchmark model with smaller RMSEs and U-statistics.
22

  However, 

for longer horizons, AFTER is able to beat the benchmark model under all tests.  

Among the alternative methods, the forecasts from the model selection method based on 

AIC and the decaying-weight moving average method (DW5) sometimes perform 

slightly better than those from AFTER under some particular horizons.  For instance, 

the forecasts from AIC beat AFTER’s for the 12-month horizon, while those from DW5 

outperform AFTER’s for the 24-month horizon. 

 

                                                 
22

 Nonetheless, AFTER forecasts have a lower CDC than the benchmark model and sometimes 

insignificant PT-statistics. 
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4.1.6. German DAX 30 Index (DAX) 

 

Table 9.  Forecast Comparison Statistics: DAX 
             

 Forecast Horizon 
       

     

 1-month 6-month 12-month 24-month 
             

             

RMSE 
1
             

AFTER  6.9   17.7   29.8   46.7  

Average  6.9   18.7   28.2   43.9  

EW5  7.1   20.5   33.0   54.6  

DW5  7.0   16.1   22.2   27.9  

AIC  7.3   18.7   34.0   55.0  

BIC  7.0   18.0   32.0   53.4  
             

DM-statistic 
2
             

AFTER  0.43   -1.08   0.47   1.00   

EW5  1.96#   1.67   2.52#   4.38#  

DW5  0.36   -0.97   -1.39   -2.58*  

AIC  1.33   -0.04   0.87   2.63#  

BIC  1.00   -0.59   0.66   2.26#  
             

U-statistic 
3
             

AFTER  0.82   0.60   0.63   0.64  

Average  0.92   0.78   0.86   0.81  

EW5  0.89   0.81   0.79   0.79  

DW5  0.79   0.55   0.46   0.36  

AIC  0.81   0.62   0.61   0.72  

BIC  0.89   0.66   0.61   0.71  
             

CDC 
4
             

AFTER  0.54   0.79   0.69   0.58  

Average  0.54   0.63   0.64   0.62  

EW5  0.47   0.37   0.33   0.35  

DW5  0.57   0.77   0.81   0.84  

AIC  0.51   0.75   0.75   0.58  

BIC  0.53   0.69   0.72   0.59  
             

PT-statistic 
5
             

AFTER  1.00   5.60
+
   2.75

+
   0.14  

Average  1.00   1.00   1.00   1.00  

EW5  -0.76   -3.02   -3.95   -3.08   

DW5  1.24   4.96
+
   5.79

+
   6.67

+
   

AIC  -1.19   4.44
+
   4.35

+
   -0.36   

BIC  -0.93   3.19
+
   3.57

+
   -0.06   

             

             

Source: HKMA staff estimates. 

Notes: 1. The method with a smaller RMSE is preferred. 

2. * indicates rejection of the null hypothesis of equal forecast accuracy (comparing with the forecast from the 

historical average model) based on the DM-statistic at the 5% significance level, and the average squared 

error under the respective forecast method is significantly less than that under the historical average model.  
# indicates the average squared error under the respective forecast method is significantly larger than that 

under the historical average model. 

3. The method with its U-statistic closer to zero is preferred. 

4. The method with a higher CDC is preferred. 

5. + indicates rejection of the null hypothesis of no predictive performance at the 5% significance level.  

The method with a PT-statistics larger than 1.96 is preferred. 
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For the German stock market, the results in Table 9 indicate that the 

forecast performance of AFTER is slightly better than that of the historical average 

benchmark model.  While the forecasts based on AFTER have larger RMSEs 

(in 12-month and 24-month cases) than that from the benchmark model, DM-statistics 

indicate that their SEs are statistically indifferent.  Nevertheless, the AFTER forecast 

has smaller U-statistics, higher percentage of CDC and significant PT-statistics 

(in 6-month and 12-month cases) compared to the benchmark model.  Among the other 

alternative methods, only the results from the decay-weight moving average method 

(DW5) have the advantage over AFTER, especially for the 24-month forecast horizon. 

 

  In summary, a common observation in Tables 2 to 9 is that as the forecast 

horizon lengthens, the forecast performance of AFTER actually improves.
23

  

With longer horizons, it is shown that the U-statistic from AFTER forecasts decreases 

and approaches closer to zero, its CDC increases to over 70% or higher, and its 

PT-statistic becomes much larger than the 5% significance level of 1.96.  Such an 

improvement is not generally present with the forecasts based on the historical average 

benchmark model. 

 

 

V. SUMMARY AND CONCLUSION 

 

 This paper studies the issue of stock market return predictability by 

applying a new model combination methodology known as “Aggregate Forecasting 

Through Exponential Re-weighting (AFTER)” introduced by Yang (2004).  

Out-of-sample return forecasts of eight stock market indices from six economies are 

examined and their results are compared with those of the historical average benchmark 

model as well as four other alternative methods. 

 

  The empirical results suggest that the performance of the forecasts 

derived from AFTER is relatively better, in terms of smaller root-mean-square forecast 

errors, smaller Theil’s U statistics, and more accurate in predicting the direction of 

change (as shown by the indicator for the direction of change and the statistics in the 

Pesaran-Timmerman test).  For 1-month horizon, the forecasts derived from AFTER are 

“as good as” those from the simple historical average return.  For longer horizons, 

forecasts from AFTER are able to outperform those of the historical average return.  

This is the case for the Hang Seng Index (forecast horizons at six months and longer), the 

H-share Index (24-month horizon), the S&P500 Index (24-month horizon), the TOPIX 

Index (six months and longer), the FTSE100 Index (six months and longer), the CAC 40 

Index (six months and longer) and the DAX 30 Index (six months and 12 months).
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 With the exception of the forecast performance for the stock markets in the US and Germany. 
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 Despite the relatively better performance of using the AFTER algorithm 

for long horizons, one should bear in mind that it is still a daunting task to forecast stock 

market movement.  Therefore, the application of AFTER for stock market forecast 

should be used with caution.  In practice, the AFTER forecast could be used as a 

reference if there is a need to know the long-term performance of the stock market in 

policy makers’ monitoring work.
24
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 For example, the outlook of stock market performance is likely to be a factor in the macroeconomic 

model developed by central banks. 
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