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Preface

The New York City Schoolwide Performance Bonus Program (SPBP) 
was a joint program on which both the New York City Department of 
Education (NYCDOE) and the United Federation of Teachers (UFT) 
had agreed. Implemented for the first time in the 2007–2008 school 
year, this voluntary, three-year program provided financial rewards 
based on school-level performance to educators in high-needs elemen-
tary, middle, and high schools. The SPBP represents one of a grow-
ing number of pay-for-performance programs being tested around the 
country.

In 2009, the New York City Fund for Public Schools contracted 
with the RAND Corporation to independently evaluate the SPBP in 
partnership with Vanderbilt University and the National Center on 
Performance Incentives (NCPI). The purpose of this two-year proj-
ect was to evaluate the program’s implementation and effectiveness. 
This monograph is the final product of this evaluation and should be 
of interest to policymakers, researchers, and practitioners designing, 
implementing, or studying pay-for-performance programs or policies.

This research was conducted by RAND Education, a unit of the 
RAND Corporation, and partners at Vanderbilt and NCPI. Funding 
to carry out the work was provided by the New York City Fund for 
Public Schools and NCPI.
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Executive Summary

In the 2007–2008 school year, NYCDOE and UFT implemented the 
SPBP in New York City public schools. The RAND Corporation, a 
nonprofit public policy research institution—in a partnership with 
Vanderbilt University and NCPI, a U.S. Department of Education-
funded national research and development center for state and local 
policy on educator compensation—conducted an independent evalu-
ation of the SPBP for NYCDOE and the UFT, with funding from 
The Fund for Public Schools and NCPI. This two-year study took 
place over the period from February 2009 through March 2011 and 
addressed the following broad research questions:

1. How was the program being implemented from 2007 through 
2010?

2. What were the intermediate outcomes of the program?
3. What were the effects of the program on student performance?

This report describes the results of our analyses for all three years of the 
program, from 2007–2008 through 2009–2010.

Overview of the Schoolwide Performance Bonus Program

Implemented for the first time in the 2007–2008 school year, the SPBP 
was a joint NYCDOE-UFT program to explore the utility of an alter-
native compensation plan as a means of improving student outcomes. 
The theory of action behind the SPBP was that an incentive pay system 
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would motivate educators to change their practices to ones better able 
to improve student achievement. The program’s theory of action also 
hypothesized that the chance to earn a bonus on the basis of school 
performance could enhance collaboration and that winning bonuses 
could boost morale—both of which would lead to better outcomes. 
The theory of action that some leaders articulated held that, in addition 
to the overall motivational effect of the incentive pay system, rewarding 
staff differentiated awards on the basis their individual performances 
could provide extra incentives for change.

SPBP was a voluntary program implemented in high-needs ele-
mentary, middle, K–8, and high schools. For schools participating in 
SPBP, NYCDOE set annual performance targets based on its Progress 
Reports. The Progress Reports are the district’s main accountability 
tool, measuring student performance and the school environment in 
all schools in the district. For elementary and middle schools, Progress 
Report scores are determined in large part by student growth on stan-
dardized tests and the school’s performance standing relative to other 
schools, both their peers and all others citywide; scores for high schools 
are based on graduation and progress to graduation as measured by 
credit accumulation and performance on Regents Examinations. If 
a participating school met its annual performance target, as defined 
by the NYCDOE Progress Reports, the school could receive school-
level bonus awards equal to $3,000 per full-time UFT-represented staff 
member working at the school. The program required each participat-
ing school to establish a four-person compensation committee (CC) to 
determine how the bonus award would be distributed among staff (the 
CC distribution plan). The committee was made up of the principal, 
a member designated by the principal, and two UFT-represented staff 
members elected by staff.

In 2007–2008, Harvard Professor Roland Fryer, with input 
from the NYCDOE, identified 427 high-needs schools and randomly 
selected about one-half of these schools for the opportunity to par-
ticipate in the SPBP in the first year. Fifty-five percent of school staff 
needed to agree to participate: 205 schools participated in the program 
in the first year; 198 schools remained in the second year, and 196 in 
the third and final year.
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The program distributed more than $50 million in bonuses over 
the three years of the study. In year 1 (2007–2008), 62 percent of par-
ticipating schools won bonuses, resulting in more than $20 million in 
awards. In year 2 (2008–2009), the numbers increased to 84 percent 
and more than $30 million. In year 3 (2009–2010), the state raised 
the thresholds for proficiency, and correspondingly, the percentage 
of schools earning bonuses decreased significantly. That year, only 13 
percent of participating schools earned bonuses, and just $4.2 million 
were distributed. On announcing the year 3 bonus results in January 
2011, NYCDOE simultaneously suspended the program, noting that 
it would base its decision about whether to resume the program on the 
results of this study.

Study Methods

For this evaluation, we collected a variety of qualitative and quantita-
tive data and capitalized on SPBP’s experimental design to evaluate 
program effects. They conducted surveys, site visits, interviews, and 
case studies to gather data about the implementation.

To understand the implementation and perceived effects of the 
program from the perspective of staff members closely involved with 
it, we surveyed all four members of the CCs in the 198 participating 
schools in spring 2009 (68-percent response rate across all respondents) 
and 196 participating schools in spring 2010 (72-percent response rate).

To gain an in-depth understanding of the SPBP and staff experi-
ences with the program, we visited seven case-study SPBP schools in 
spring 2009 and seven additional schools in spring 2010. We selected 
the case-study schools to represent varying school and student charac-
teristics (school level, student enrollment, borough, student achieve-
ment, and student demographics) and school experiences with SPBP 
(how the school’s CC allocated the bonus, whether the school received 
a bonus, and whether the school voted to participate). Over the two 
years, we interviewed more than 130 individuals, including principals 
and assistant principals, teachers, instructional specialists, clinical and 
student support staff, secretaries, and paraprofessionals.
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In addition, to understand SPBP’s history, goals, and theory 
of action, we reviewed official program documents and interviewed 
NYCDOE and UFT representatives, funders, and other leaders.

To analyze student achievement and compare schools assigned 
to participate in SPBP with those not assigned to the program, we 
obtained NYCDOE administrative data for the baseline year (2006–
2007) and all three years of implementation. These data included stu-
dent- and school-level files with biographical, demographic, and stu-
dent achievement information, along with publicly available data from 
school Progress Reports. NYCDOE also provided data on school par-
ticipation, CC distribution plans, and bonus awards for each program 
year.

Finally, to test whether SPBP affected teachers’ attitudes and 
behaviors (e.g., instruction, collaboration), in spring 2010, we surveyed 
a sample of teachers in all schools selected to participate in the SPBP 
and eligible schools that were not selected for participation (57-percent 
response rate across all respondents).1

Key Findings

The Study Found No Effects on Student Achievement

Overall, SPBP Did Not Improve Student Achievement in Any Grade 
Level. Analyses of student achievement on the state’s accountability 
tests found that the average mathematics and ELA test scores of stu-
dents from elementary, middle, and K–8 schools randomly chosen for 
an invitation to participate in SPBP were lower than those of students 
from control schools during years 1, 2, and 3. The magnitudes of the 
estimates, however, are very small and statistically significant only for 
mathematics in year 3. The results are not significant when we con-
trolled for testing effects from multiple years and subjects. These results 
were robust under various analytic approaches. Similarly, there were 

1 A PDF file containing the six appendixes to this document is available on the product 
page for this monograph (http://www.rand.org/pubs/monographs/MG1114.html). These 
appendixes offer an extensive collection of information on our surveys, bonus distribution, 
and student achievement data and analysis methods.

http://www.rand.org/pubs/monographs/MG1114.html
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no overall effects on Regents Exams scores for high school students in 
years 1 and 2. We tested for but did not find differential program effects 
by school size and found no relationship between student achievement 
and the CC distribution plans for bonus awards among staff.

SPBP Had No Effects on School Progress Report Scores. Across 
all years and all the component scores for the Progress Reports (envi-
ronment, performance, progress, and additional credit), we found no 
statistically significant differences between scores of SPBP treatment 
and control schools and between schools that participated in SPBP 
each year (regardless of random assignment) and other eligible schools. 
This lack of effects holds true for elementary, middle, and high schools.

The Implementation Had Mixed Success in Creating the Optimal 
Environment for SPBP

SPBP implementation depended on communications about the pro-
gram to participating schools and staffs, the CC determination of 
award distributions, the determination of award winners, and the 
subsequent payout of those awards. Past research on pay-for-perfor-
mance programs and expectancy theory (Vroom, 1964) suggests that, 
to achieve the desired program results, these activities must follow a 
reasonable time line and lead to a high degree of the following key 
attributes:

•	 understanding of the program, as shown by knowledge of criteria 
by which incentives are awarded and the amount of money at 
stake

•	 expectancy, as demonstrated by educators’ beliefs that they are 
capable of doing things that will enable them to achieve the tar-
gets

•	 valence, a concept that refers to the belief that incentives are suf-
ficiently valuable or substantial to inspire responses predicted by 
the theory of action

•	 buy-in, or acceptance of the program and its criteria
• perceived fairness.



xxii    A Big Apple for Educators

The following subsections describe the rollout, communication, and 
the extent to which the implementation achieved the key attributes 
theoretically necessary for success.

Basic Procedures Were Enacted as Planned. The NYCDOE and 
the UFT generally implemented the SPBP as intended. At the start of 
each year, schools voted to participate and, later in the year, formed 
their CCs and submitted bonus distribution plans. Schools had free-
dom to compensate staff with bonuses as they desired, without inter-
ference from either NYCDOE or UFT. Each year, NYCDOE awarded 
bonuses according to the program guidelines. In the first two program 
years, district leaders announced the bonus awards within the first few 
months of the next school year. However, in year 3, announcements 
were delayed until nearly midway through the subsequent school year.

Communications Followed the SPBP Design, with Early Prob-
lems Being Corrected over Time. Both NYCDOE and UFT adhered 
to the communication plan for SPBP, which called for sharing joint 
NYCDOE-UFT written materials about the program with school 
staff. According to survey respondents, UFT representatives served as 
the main conduits for information about SPBP to UFT CC members 
and teachers. CC respondents reported early misunderstandings but 
that communications improved over time. Nevertheless, some inter-
views and teacher survey responses suggest that some misunderstand-
ing of program components remained in year 3, when UFT and DOE 
reduced the emphasis on communicating about the program.

The CC Process Was Implemented Fairly and Smoothly, but 
Some Schools Had Difficulty with the Decisionmaking Process. Each 
school formed a four-person CC and generally followed SPBP guide-
lines on membership and procedures. Most CC members reported 
that the decisionmaking process was fair, collegial, and inclusive and 
that achieving consensus was easy; however, some survey and case-
study respondents expressed concerns about the process. For example, 
44  percent of teachers disagreed or strongly disagreed that teachers’ 
preferences were taken into account when developing the distribu-
tion plan. Some CC members whom we interviewed also questioned 
whether the requirement that UFT-represented staff make up only one-
half of the members truly guaranteed an even playing field and spoke 
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about power differentials that played out between administrators and 
UFT-represented staff in committee deliberations.

The Majority of CCs Developed Nearly Egalitarian Award Distri-
bution Plans, Reflecting Strong Preferences Among CC Members for 
Equal Bonus Shares for All Staff. Although administrators were signifi-
cantly more inclined than their UFT counterparts to favor differentiat-
ing the bonus awards so that different staff members would be eligible 
for different amounts, overall there was a strong preference for egalitar-
ian plans among CC members. Further, almost two-thirds of teachers 
indicated a preference for distributing equal shares of the bonus to all 
school staff (yet almost the same proportion of teachers also reported 
that nonteachers should receive a smaller share than teachers). Not sur-
prisingly, the majority of committees developed equal-share distribu-
tion plans in both years. The most common individual bonus amount 
awarded to staff in the plans was $3,000 in all three years. Most staff 
within a school received the same award amount. In fact, in 2010, 
82 percent of staff members were slated to receive the most common 
or modal award for their school, and even greater equality existed in 
the early years of the program. Inconsistent with the notion that larger 
schools might use differentiation in bonus payments to offset “free 
riders” (i.e., staff who shoulder less than their fair share of the work 
but still collect a full bonus), award equality increased with school size.

About 31 percent of schools reported using individual perfor-
mance as at least one of the factors for determining awards. The remain-
ing schools either did not differentiate or reported using only factors 
related to time or job title but not individual performance. Unequal 
disbursement at times resulted in resentment within the schools, and 
some schools with highly differentiated allocation plans one year 
adopted much more egalitarian plans the subsequent year.

The Few Schools That Determined Bonus Shares by Individ-
ual Performance Tended to Have More Differentiation Among 
Award Amounts but Did Not Differ from Other Schools in Student  
Achievement. Sixty schools reported including individual perfor-
mance measures, such as staff absences and unsatisfactory staff evalu-
ation ratings (“U-ratings”), as a factor (among many others) for deter-
mining individual staff awards. Compared to other schools that did 
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not report relying on individual performance measures in develop-
ing their distribution plans, these schools were more likely to award 
staff less than the modal awards and more likely to award certain staff 
members no money. According to the theory of action for SPBP some 
leaders espoused, greater disparity in awards would help to incentivize 
performance, have a motivational effect on individual behavior, and 
increase student achievement. However, even the schools that deter-
mined awards by individual performance generally remained cautious 
about deviating from egalitarian awards and slated 74 percent of staff, 
on average, for the modal award amount. Moreover, students in these 
schools—whether elementary, middle, or K–8—did not have higher 
achievement than those in other SPBP schools.

A Minority of CC Members and a Few Case-Study Respondents 
Reported Problems with the Distribution of Bonuses. The distribu-
tion process was reported to run fairly smoothly in the third year of 
the program, and only a minority of CC members reported problems, 
such as staff being left off the list of recipients or being upset with a 
perceived unfair distribution. None of these reported problems reached 
the level of official appeal in any year of the program. Participants in 
several case-study schools reported dissatisfaction among staff when 
decisions and criteria used to differentiate the bonus were viewed as 
opaque and subjective, or when the schools did not communicate the 
final distribution plans to staff members.

The Implementation of SPBP Had Mixed Results in Creating the 
Circumstances That Foster Success. We noted the following:

• Understanding	 and	 Awareness. Staff members reported being 
aware of the program and generally supportive of it. Most educa-
tors surveyed and interviewed greatly appreciated the financial 
reward and the recognition of their efforts. However, there were 
persistent misunderstandings about the Progress Reports and 
other program elements. According to surveys, more than one-
third of teachers did not understand key aspects of the program, 
including the target their school needed to reach, the amount of 
money their school would receive if they met their target, the 
source of the funding, and how committees decide on distribu-
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tion plans. In the case-study schools, many individuals conveyed 
misperceptions about various aspects of the programs, and many 
called for better communication.

•	 Expectancy.	In the third year of the program, staff showed some 
accuracy in their assessment of the efforts required to earn a 
bonus but, overall, seemed to overestimate the likelihood their 
school would receive an award. For instance, although many CC 
members acknowledged needing to improve performance to win 
a bonus in 2009–2010, a large majority felt certain their school 
would receive one.

•	 Valence.	 The majority of teachers and CC members expressed 
a strong desire to win bonuses and found the financial bonuses 
motivating, but many winners reported that, after taxes, the 
bonus seemed insignificant. In fact, almost one-half of the teach-
ers responding to the survey and some staff members in case-study 
schools indicated that the bonus was not large enough to motivate 
extra effort. Further, many case-study respondents reported view-
ing the bonus as a reward for their usual efforts, not as an incen-
tive for changing their behavior.

•	 Buy-in. Buy-in for the program performance measure was lim-
ited: The majority of teachers and CC members felt the criteria 
relied too heavily on test scores.

•	 Fairness.	More than one-half of teachers and CC members felt 
the program was fair to participating schools, and CC members 
did not report dissatisfaction about unfair distributions. How-
ever, some UFT-represented staff expressed dissatisfaction with 
the composition of the CC committee; more than one-half of 
teachers and UFT committee members wanted the UFT to have 
greater than 50-percent representation on the committee. Some 
staff also felt the Progress Report targets were too high.

•	 Time	lines.	Three-fourths or more of teachers and CC members 
suggested that they should have been informed of the distribution 
plans at the start of the year.
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SPBP Did Not Produce the Intended Effects on Teachers’ Reported 
Attitudes and Behaviors

SPBP Had no Effects on Teacher Reported Attitudes, Percep-
tions, and Behaviors. The survey found no differences in the practices 
and opinions of teachers in the SPBP group, as compared with those in 
the control group. On all but one measure related to instructional prac-
tice, effort, participation in professional development, mobility, and 
attitudes, the responses from the two groups of teachers were very simi-
lar, and there were no statistically significant differences among them.

Lack of Results Might Be Due to the Limited Motivational Power 
of the Bonus. The theory of action behind the SPBP is that the poten-
tial for a bonus would motivate change, but this study did not find such 
a change. The vast majority of teachers and CC members who received 
bonuses said that winning the bonus was a nice acknowledgement of 
their hard work but that it did not influence their performance. In 
addition, only 39 percent of CC members and 15 percent of teachers 
reported that not receiving a bonus energized them to improve their 
practice the subsequent year, and only a very small proportion of both 
groups actually reported that not receiving the bonus reduced their 
motivation.

The limited motivational effect of the bonus might have resulted 
from school staff viewing the award as a reward rather than an incen-
tive: It made them feel appreciated for their hard work, but they 
claimed that they would have undertaken this work with or without 
the bonus. The size of the award might also have been a factor. Some 
stakeholders believed that differentiation among awards could enhance 
the motivational power of the bonuses. As discussed above, the dif-
ferentiation especially related to performance was very limited, and it 
is possible this too contributed to the limited incentivizing effects of 
the bonus. Finally, other accountability pressures and intrinsic moti-
vation were often perceived to be more salient than the bonus. For 
example, although 64 percent of teacher survey respondents said the 
possibility of earning a financial bonus motivated them moderately or 
to great extent to work hard as a teacher, an even greater percentage 
reported the same motivational value from the possibility of receiving 
a high Progress Report grade (without the financial incentive attached) 
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(75 percent) and achieving or exceeding their school’s adequate yearly 
progress target (77 percent).

The Lack of Effect Was Also Echoed in Responses About Staff 
Members’ Own Performance. The majority of teachers, CC members, 
and case-study respondents said that SPBP did not affect their own job 
performance or motivation.

It Is Less Clear Whether Lack of Program Effects on Collabora-
tion or Morale Contributed to the Lack of Intermediate Outcomes. 
SPBP’s theory of action hypothesized that the chance to earn a bonus 
on the basis of school performance could enhance collaboration and 
lead to better outcomes. It also suggests that winning bonuses could 
boost morale and lead to better outcomes. However, the data on col-
laboration and morale are mixed. More than 40 percent of participat-
ing teachers and CC members reported that teachers’ willingness to 
collaborate and work together, teachers’ focus on student learning, and 
staff morale changed for the better as a result of participation in SPBP. 
The perception that the program caused the increased willingness to 
collaborate, however, is not reflected in the comparison with schools 
not assigned to the program. The reported levels of staff collaboration 
differed very little between the SPBP and control schools, and the dif-
ferences that did exist tended to show greater collaboration in the con-
trol schools (but the differences were not statistically significant).

What Explains the Lack of Change Under SPBP?

The findings from the student achievement analysis suggest that, in 
the three years of implementation, the SPBP did not achieve its ulti-
mate goal of improved student performance. There are several plausible 
explanations for this result. First, one could argue that the program 
was too new to produce effects—especially in the first two years. How-
ever, if newness were the explanation, one would expect to see at least 
some positive effects by year 3, but this was not the case.

Second, the findings from the teacher and CC surveys and case-
study interviews suggest that several factors important for pay-for-per-
formance programs might not have been in place in all participating 
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schools. The absence of these factors might have weakened the motiva-
tional effects of the bonus. Circumstances that could have weakened 
SPBP’s effects include misunderstandings about the program, uncer-
tainty that teachers could sufficiently change their practices or act in 
ways to achieve targets, lack of buy-in for the bonus criteria, concerns 
about timing, and questions about procedural fairness.

A third possible explanation for the lack of positive student 
achievement effects is that there could be a flaw in the underlying 
theory of action for SPBP and school-based pay-for-performance pro-
grams more generally. As some have argued in the past, motivation 
alone does not improve schools. Even if the bonus inspired staff to 
improve practices or work together, it may not have the capacity or 
resources (e.g., school leadership, social capital, expertise, instructional 
materials, time) to bring about improvement.

Finally, the lack of observed results could be due to the low moti-
vational value of the Progress Reports and the accountability incentives 
all schools face. Assessing the true motivational value of the bonus is a 
difficult task, and our study yielded mixed findings on this topic. While 
many teachers and other staff reported that the possibility of receiving 
a bonus did not affect their practices, many nonetheless expressed a 
desire to earn the bonus and indicated that they were taking it seri-
ously. Nevertheless, many acknowledged that other accountability 
pressures and incentives (e.g., receiving a high Progress Report grade, 
achieving adequate yearly progress targets) held the same motivational 
value as the possibility of receiving a financial bonus.

Hence, while the bonus might have been another factor motivat-
ing SPBP staff to work hard or change their practices, they would prob-
ably have had similar motivation without it because of the high level of 
accountability pressure all schools and their staffs face. Consequently, 
SPBP might not be expected to change behavior or to influence student 
outcomes.
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Recommendations

Overall, the evidence from this study does not support continuing 
SPBP. The program did not have the desired effects on student achieve-
ment or the necessary intermediate teacher outcomes. There is no 
consistent evidence that the program motivated educators to change 
practices or that continuing the program would improve outcomes. 
Moreover the program was costly, and costs fluctuated dramatically 
across years.

As was discussed earlier, some implementation problems may 
have weakened the effects of the bonus and the program overall, and 
NYCDOE and UFT leaders could consider the following actions to 
address those:

• Improve communication to participating schools about bonus cri-
teria, how the program operates, potential funds available, and 
the committee process.

• Adjust the program time line to ensure that all staff know, at the 
start of the year, the distribution plan and the dollar amounts 
they can potentially earn.

• Ensure transparency of distribution criteria and plans.
• Provide technical assistance to CC members on the decisionmaking 

process for determining distribution plans.

However, we do not have evidence that implementing these 
adjustments will improve the effectiveness of the program significantly. 
Furthermore, given the consistent failure of recent experiments with 
similar bonus programs to find positive effects on student outcomes, 
we suspect a more comprehensive revision of the program and reevalu-
ation of the theory of action is likely to be necessary to achieve the 
desired outcomes.

Finally, the sharp decrease in the percentage of schools receiv-
ing bonuses in year 3 (13 percent) compared to year 2 (84 percent) 
also suggests a broader lesson for policymakers generally. Although the 
study did not collect data on responses to the year 3 results, it is hard to 
imagine how such fluctuations could improve the already weak moti-
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vational effect of the program. Prior to implementing a performance-
based bonus program, it would behoove leaders to ensure greater stabil-
ity of the accountability measures on which the bonuses rely.

Implications for Pay-for-Performance Policies

The results of this evaluation add to a growing body of research from 
the United States that finds no effects on student achievement of 
narrow pay-for-performance policies that focus only on financial incen-
tives without other features, such as targeted professional development 
or revised teacher evaluations. In recent years, a few studies, released 
well after SPBP started, have demonstrated that several school- and 
individual-based performance incentive policies had no significant 
effect on student test results (e.g., Glazerman and Seifullah, 2010; 
Springer et al., 2009a; Springer et al., 2010a). The NYC SPBP pro-
vided one of the few examples of a school-based incentive policy and, 
like the individual programs, it resulted in few observable effects on 
students, staff, and schools. The implementation findings, nonetheless, 
provide insights into the theory of action underlying the policy and 
the mechanisms expected to yield positive student outcomes—such as 
improved motivation, enhanced morale, increased collaboration, and 
improved practice. The study also uncovered much about the process 
and potential challenges of assigning a small school committee the task 
of distributing a schoolwide bonus among staff.

Overall, these results yielded several implications relevant to the 
broader set of pay-for-performance policies that have gained consider-
able national attention and interest in recent years.

•	 Conditions	 must	 foster	 strong	 motivation. Our study findings 
support much of the theoretical literature and other empirical 
research suggesting that there may be a set of key conditions (e.g., 
a high degree of understanding, expectancy, valence, buy-in, per-
ceived fairness, and a reasonable time line) needed to bolster the 
motivational effect of financial incentives. Several of these pur-
ported key system components were lacking in SPBP and were 
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identified by some educators as limiting the ability of program to 
change their behaviors.

•	 It	 is	 important	 to	 identify	 the	 factors	 that	 truly	 affect	motivation. 
Motivation is the key to the theory of change in pay-for-perfor-
mance programs. The failure of recent experiments to find effects 
(Springer et al. 2010a, b) has generally been attributed to the lack 
of motivational effects of such programs. However, the in-depth 
data from this evaluation present a somewhat contradictory story. 
Teachers and other staff reported that the possibility of a bonus 
was desirable and motivating, but they also reported not chang-
ing their behaviors in response to the program. It may be that a 
desirable award is not enough to actually change behavior. This 
may be particularly true in the context of high-stakes and high-
profile accountability. More teachers reported that receiving a 
good Progress Report grade was a motivator than did teachers 
who reported the bonus motivated them. The Progress Report has 
no direct financial rewards, but it does have high stakes in terms 
of public opinion and possible negative sanctions. All schools 
face these accountability pressures, and these pressures may thus 
reduce the relative value of the additional incentive of the bonus 
to the point that it does not matter or that it seems merely to sub-
stitute for other motivational factors. It may also be that concerns 
about negative sanctions—again a possibility all schools face—is 
a greater motivator of true change than a bonus with unknown 
expected value.2 Finally, as noted earlier, the limited motivational 
effects of the bonus reported by teachers and other school staff 
might not be enough to explain why SPBP failed to change teacher 
behaviors. Such factors as lack of capacity to change or to identify 
alternative teaching practices might have prevented change, even 
if the limited motivation of the SPBP bonus induced teachers to 
try to improve.

•	 Performance-based	incentives	may	face	challenges	from	the	micropol-
itics	of	school-level	implementation.	This evaluation highlighted the 

2 The experience of the POINT experiment in Nashville, Tennessee, is consistent with this 
conjecture (Springer at al., 2010a).
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underlying political tensions inherent in implementing a bonus 
system. Although many major program elements were imple-
mented smoothly across participating schools (e.g., the formation 
of CCs), some schools found it difficult to decide how to distribute 
bonuses among staff (e.g., power differentials played out between 
administrators and UFT-represented staff during deliberations). 
The majority of CCs distributed bonuses nearly equally among 
all staff, and some unequal disbursements exacerbated political 
tensions within schools. Those seeking to enact similar programs 
should recognize that the very idea of differentiating pay based 
on performance will likely challenge deeply ingrained school cul-
tures and norms of collaboration and egalitarianism.

•	 Pilot	 testing	 and	 evaluation	 are	 essential. From the outset, 
NYCDOE and UFT leaders intended to implement the SPBP on 
a pilot basis. Resource constraints prevented the planned scale-up 
within the initial group of schools identified as eligible for this 
pilot program, providing evaluators with three years to compare 
outcomes and practices across a set of participating and compa-
rable high-needs control schools. Implementing the program on 
a small scale and including randomized treatment and control 
groups for three years (perhaps not intended at the outset) pro-
vided valuable information to inform future decisions about an 
essentially untested policy innovation. Leaders created the oppor-
tunity to gather comprehensive data on the implementation and 
outcomes to assess the merits of continuing and further scaling up 
this policy. The pilot period and evaluation also provided leaders 
an opportunity to reexamine the theory of action and assump-
tions underlying the SPBP.
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ChApTEr OnE

Introduction

In the 2007–2008 school year, the New York City Department of 
Education (NYCDOE) and the United Federation of Teachers (UFT) 
implemented a pay-for-performance program called the Schoolwide 
Performance Bonus Program (SPBP). In accordance with the memo-
randum of understanding (MOU) that established the SPBP and called 
for an independent evaluation, NYCDOE and UFT contracted with 
the RAND Corporation (in partnership with the National Center on 
Performance Incentives [NCPI] and Vanderbilt University) to evaluate 
the implementation and effects of this program. The evaluation study 
was funded by the Fund for Public Schools and NCPI, which is funded 
by the U.S. Department of Education’s Institute of Education Sci-
ences. The two-year study started in February 2009 and was designed 
to examine (1) program implementation, factors affecting implementa-
tion, and implementation progress over time; (2) how SPBP affected 
school, staff, and student outcomes; and (3) the links between imple-
mentation and desired outcomes.

This monograph describes the data collection and analysis con-
ducted during the two-year evaluation and provides findings on the 
three years of the SPBP.

A Brief Overview of the Schoolwide Performance Bonus 
Program

Implemented for the first time in the 2007–2008 school year, SPBP 
was a joint program of NYCDOE and UFT. Established as a two-year 
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pilot for the 2007–2008 and 2008–2009 school years, the program 
was extended in 2009 for a third year (2009–2010) as a result of addi-
tional negotiations between NYCDOE and UFT. The program was 
suspended in January 2011 on announcement of payment of year 3’s 
bonuses.

The voluntary program provided financial rewards to educators in 
high-needs elementary, middle, kindergarten through 8th grade (K–8), 
and high schools.1 Each school needed the approval of 55 percent of 
its UFT-represented staff members to participate in the program each 
year. A participating school could receive a school-level bonus equal to 
$3,000 multiplied by the total number of full-time UFT-represented 
staff members working at the school,2 if the school met its annual per-
formance target. That target was defined by the NYCDOE account-
ability program and was determined in large part by student growth 
on standardized tests. The program required each participating school 
to establish a four-person compensation committee (CC) to determine 
how to distribute the bonus among staff members. The committee was 
made up of the principal, a member designated by the principal, and 
two UFT-represented staff members elected by staff.

In 2007–2008, 427 high-needs schools were identified for the 
program; about one-half of these were randomly selected to be offered 
the opportunity to participate in the SPBP. Over time, a few schools 
that accepted this opportunity dropped out or closed, but most of the 
schools that agreed to participate did so for all three years. Ultimately, 

1 For high schools, high need was measured using the average proficiency ratings of actively 
enrolled students on the 8th grade New York State English language arts (ELA) and math-
ematics exams. For middle schools, it was measured using average proficiency ratings on the 
4th grade ELA and mathematics tests. For elementary schools, it was calculated on the basis 
of poverty rates, other student demographic characteristics, and the percentages of ELL and 
special education students in the schools.
2 UFT-represented refers to employees covered by one of several NYCDOE-UFT negoti-
ated contracts. These include teachers, social workers, counselors, school nurses, psycholo-
gists, school security personnel, teachers’ aides, nonsupervisory education personnel, adult-
education employees, speech therapists, school secretaries, and substitute teachers. While it 
does include paraprofessionals working side by side with teachers, it does not include school 
aides, who are covered by employee union DC37. 
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205 schools participated in year 1 (2007–2008), 198 schools in year 2 
(2008–2009), and 196 schools in year 3 (2009–2010).

Purpose of the Evaluation

The purpose of our two-year project was to independently evaluate 
SPBP. Specifically, the evaluation was designed to answer the following 
questions:

1. How was the program implemented?
2. What were the intermediate outcomes of the program?
3. How did the program affect student performance?

Data Collection and Analysis

As described in more detail in Chapter Three, we collected and ana-
lyzed a variety of qualitative and quantitative data over the course of the 
evaluation, including interviews with representatives from NYCDOE, 
UFT, funders, and other leaders (years 1 and 2 of the evaluation); site 
visits to 14 SPBP schools (seven each year); surveys of CC members in 
all SPBP schools (years 1 and 2); surveys of a sample of teachers in all 
SPBP and in eligible schools that were not selected for participation 
(year  2); documents from NYCDOE and UFT; administrative data 
from the 2007–2008, 2008–2009, and 2009–2010 school years (par-
ticipation, distribution plans, bonuses); and student achievement data 
from SPBP schools and from eligible schools that were not selected for 
participation.

Organization of the Report

In the remainder of this monograph, we first examine pay-for-perfor-
mance programs more broadly and then delve into the design, imple-
mentation, and effects of the New York City SPBP. Chapter Two, pro-
vides background on pay-for-performance programs; a summary of past 
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research on programs similar to New York City’s SPBP; and details on 
the history, design, and theory of action underlying the SPBP. Chap-
ter Three describes our research methods, including the research ques-
tions, conceptual framework, and data collection sources and analyses. 
Chapters Four through Six provide detailed findings on the three years 
of program implementation, including information about general atti-
tudes, communication, the committee process, bonus distribution, 
responses to bonuses, and perceptions about effects. Chapter Seven 
examines the effects of SPBP on school-level Progress Report scores 
and on student test results in SPBP and control schools. Chapter Eight 
compares teacher reports on attitudes and classroom practices in SPBP 
and control schools. The document concludes in Chapter Nine, with a 
summary of findings, recommendations, and implications.

Finally, a PDF file containing the six appendixes to this docu-
ment is available on the product page for this monograph (http://www.
rand.org/pubs/monographs/MG1114.html). These appendixes offer an 
extensive collection of information on our surveys, bonus distribution, 
and student achievement data and analysis methods.

http://www.rand.org/pubs/monographs/MG1114.html
http://www.rand.org/pubs/monographs/MG1114.html
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ChApTEr TwO

Background on Pay-for-Performance Programs 
and the New York City SPBP

This chapter provides background on performance incentive programs 
and past research, followed by detailed information about the New 
York City SPBP.

Background on Pay-for-Performance Programs

Pay-for-performance programs and policies tie employee compensa-
tion to performance on the job and have long been common in the 
commercial sector as a means of providing incentives and rewards to 
meet specific production targets or goals. In recent years, pay-for-per-
formance has also received substantial attention as an option for meet-
ing goals in the public sector.

Although most school districts continue to tie educator pay to 
years of service and education level, many states, districts, and schools 
in recent years have experimented with alternative compensation sys-
tems that include not only performance-based pay but also bonus pay 
for acquiring new knowledge and skills, teaching particular subject 
areas, and working in hard-to-staff schools (Johnson and Papay, 2009; 
Podgursky and Springer, 2007; Springer, 2009). Proponents of perfor-
mance-based compensation argue that the current single salary scale 
provides weak incentives for educators to act in the best interests of stu-
dents and to work to improve teaching practices. Advocates see systems 
linking pay to performance as a powerful way to reward and motivate 
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educators to work and improve instruction, and a way to attract and 
retain high-quality teachers (and to encourage low-quality teachers to 
exit) (e.g., Solmon, 2006; Stronge, Gareis, and Little, 2006).

Opponents, on the other hand, contend that performance-based 
compensation is not appropriate for education. They observe that 
education is a highly personalized, complex, and context-dependent 
endeavor and that isolating contributions to learning is difficult, that 
multiple individuals contribute to outcomes, and that output is diffi-
cult to measure (e.g., Murnane and Cohen, 1986). Critics further argue 
that extrinsic incentives may conflict with or undermine the intrinsic 
motivations of educators (e.g., Deci, 1971; Fehr and Gatcher, 2001) 
and lead to potentially negative effects, such as weakening collabora-
tive school environments (e.g., Pechthalt, 2007). Finally, others assert 
that increasing motivation will not fundamentally improve education; 
rather, they argue, the true need is to enhance instructional capacity 
(e.g., Elmore, 2004; McLaughlin, 1987).

Historical Antecedents in Education

Interest in performance-based compensation in education has a long 
history in the United States. The current wave of reform efforts fol-
lows earlier experimentation in the late 19th and early 20th century, 
as part of Fredrick Taylor’s scientific management movement; in the 
1960s, sparked by the Russian launch of Sputnik and concerns about 
the quality of American education; and in the 1980s, following the 
publication of A	Nation	at	Risk (National Commission on Excellence 
in Education, 1983; Johnson and Papay, 2009; Springer, 2009). In the 
1980s, a number of school districts around the country attempted to 
modify their teacher salary schedules by introducing “merit pay.” At 
that time, merit pay took the form of awarding financial bonuses to 
teachers whom principals identified as high-performing based mainly 
on their classroom observations of the teachers. However, these obser-
vations were rarely based on common standards or rubrics, and inter-
rater reliability was weak at best. Moreover, these pay systems were 
inadequately funded, and it was not unusual for the money to run out 
too soon. As a result, some teachers whose ratings warranted bonuses 
received none (Koppich and Rigby, 2009).
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Current Pay-for-Performance Programs

Although controversial, current programs have gained considerable 
political and financial support, including endorsements from Presi-
dent Barrack Obama and Secretary of Education Arne Duncan, and 
increased federal funding. For example, the Teacher Incentive Fund, 
started in 2006 under President George W. Bush, supports perfor-
mance-based teacher and principal compensation systems in high-
needs schools around the country and has grown substantially (from 
$99 million in 2006 to $439 million in 2010). The Obama administra-
tion’s Race to the Top initiative also supports the spread of this reform 
by requiring, as one of its “state reform conditions criteria,” that states 
and their districts use rigorous evaluations to “inform decisions regard-
ing compensating, promoting, and retaining teachers and principals, 
including by providing opportunities for highly effective teachers and 
principals . . . to obtain additional compensation and be given addi-
tional responsibilities” (USDOE, 2009, p.  9).

Research indicates that fewer than 6 percent of public schools tied 
pay to performance in the 1999–2000 academic year, but by 2003–
2004, approximately 13 percent of school districts had some form of 
an incentive program (Podgursky and Springer, 2007; Taylor, Springer, 
and Ehlert, 2009). Like New York City, several large districts (e.g., 
Denver, Dallas, and Houston) and states have implemented teacher 
pay-for-performance systems. For example, as of 2009, Florida, Min-
nesota, and Texas allocated more than $550 million to such programs 
(Springer and Winters, 2009). In 1999, the Denver Public School Dis-
trict launched a pilot program in 16 schools that linked teacher pay 
to the achievement of measurable student performance objectives. The 
program was subsequently adapted to include multiple ways for teach-
ers to earn bonuses—including increasing their knowledge and skills, 
teaching in hard-to-staff schools, receiving good performance evalua-
tions, and improving state test scores—and was scaled up to all schools 
in the district.

In 2006, Texas Governor Rick Perry led the adoption of a pilot 
pay-for-performance initiative, known as the Texas Governors’ Educa-
tor Excellence Award Grants (GEEG), which was subsequently scaled 
up as the Texas Educator Excellence Award Grant (TEEG) program. 
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Both the GEEG and TEEG programs consisted of several initiatives, 
including a school-based award program and individual teacher awards 
(Springer et al., 2009). In 2008, the state of Texas implemented a third 
performance-pay program known as the District Awards for Teacher 
Excellence program, which allocates approximately $197 million in 
state funds each school year to districts for the implementation of 
locally designed pay-for-performance plans.

Another significant program operated throughout the country is 
the Teacher Advancement Program (TAP) developed by the Milken 
Family Foundation in 1999. TAP is a comprehensive school reform 
model which, among other things, financially rewards teachers based 
on student performance, increased roles and responsibilities, and class-
room teaching performance. Springer, Ballou, and Peng (2008) notes 
that, at the time of that report, TAP operated in over 125 schools in 
50 districts in 9 states, with at least 10 additional states seeking to 
implement the program.1 In the 2010–2011 school year, TAP lead-
ers reported operating in schools in 66 districts in 11 states, affecting 
more than 100,000 students and 10,000 teachers (National Institute 
for Excellence in Teaching, 2011).

Theoretical Basis for Pay-for-Performance Programs

Many pay-for-performance programs are grounded in expectancy 
theory. Put forward by Vroom (1964), this theory suggests that indi-
viduals are motivated to engage in certain behaviors when they believe 
that those behaviors contribute to an organization’s goals (expectancy), 
when the individuals further believe the behaviors will be rewarded 
(instrumentality), and when the individuals value the rewards (valence). 
In the pay-for-performance context, expectancy is thus the extent to 
which educators believe they can improve student performance to meet 
program goals; instrumentality is the extent to which educators per-

1 For more details about these and other programs, see Podgursky and Springer (2007). 
While we focused our literature review on pay-for-performance programs for educators, and 
school-based bonus programs in particular, financial incentives in education are not limited 
to educators. Recent (and highly controversial) programs have been implemented that pay 
students (Fryer, 2010) and parents (Riccio et al., 2010) for performance, attendance, and a 
variety of other behaviors and outcomes.



Background on pay-for-performance programs and the new York City SpBp    9

ceive that meeting performance goals will result in receiving a bonus; 
and valence is the degree to which educators value the performance 
payments (Milanowski, 2000). This theory suggests that a pay-for-per-
formance program that has a high degree of expectancy, instrumental-
ity, and valence may be a strong motivational and reform tool.

Variations in Pay-for-Performance Program Design

Pay-for-performance programs for educators vary widely in their design 
and structure. Here we draw primarily on the framework defined by 
Springer and Balch (2009) to describe the dimensions along which 
these programs vary.

First, programs may vary in terms of the unit of accountability, 
the entity responsible for meeting program goals and eligible for pro-
gram rewards. An individual unit of accountability targets the educator, 
while a group unit of accountability targets some group of educators, 
such as teachers of the same grade, department, or any other subschool 
unit or of the school as a whole. Finally, hybrid models of accountabil-
ity have some elements of group and individual accountability. That 
is, part of the reward comes from individual teacher performance and 
behavior, while part of the reward comes from the group.

A second source of variation is the incentive structure or how 
goal attainment is defined and how awards are allocated. There are 
two main types of incentive structures. Rank-order tournaments limit 
awards to a fixed percentage of the eligible participants (e.g., the top 
10 percent of schools receive a bonus). In this way, it is the relative per-
formance of individuals or groups that matters, rather than the abso-
lute performance. In fixed-performance systems, a standard thresh-
old is set, and any participant (e.g., a teacher or school) meeting that 
threshold receives a reward.

Third, programs can vary in terms of what they measure and on 
what basis bonuses are awarded. Some programs measure educational 
inputs or behaviors and activities believed to improve teaching and 
learning. Commonly used as the basis of performance-pay programs 
developed prior to 2002, these inputs can include attending profes-
sional development, taking on special responsibilities, and taking less 
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leave. Other programs measure educational outputs or the effects of 
educational inputs, such as improved test scores.

Fourth, programs may use different performance standards and 
thresholds. Linear models are continuous and give rewards propor-
tional to the degree of gain in a particular outcome, such as the change 
in average standardized scores. Step functions give rewards only when 
gains meet certain thresholds. There may be one or many such thresh-
olds. For example, if schools are “graded,” there may be a reward for 
improvements from a “C” to a “B” (defined by particular thresholds) 
but no reward from a low “B” to a high “B.” Limited linear models are 
hybrids of these approaches.

Fifth, programs may vary in terms of the size of the incentive, the 
distribution method, and payout frequencies. Program designers must 
balance the need to offer a reward that is large enough to motivate 
effort but not too large as to make the program financially infeasible. 
Incentives in the U.S. range from a minimum of $250 to a maximum 
of $12,000, although most are under $3,000 (Taylor, Springer, and 
Ehlert, 2009). The distribution method refers to how eligibility for an 
award and the size of the award are established for a group unit of 
accountability. An egalitarian approach is widely inclusive in deter-
mining eligibility and distributes the award equally among eligible 
participants. Nonegalitarian approaches limit eligibility and make 
unequal awards, typically allocating more to the top performers and 
less or none to lower performers. Payout frequencies refer to how often 
awards are made and when awards are made relative to the time that 
performance was assessed. We return to this typology later in describ-
ing SPBP.

Research Findings About School-Based Bonus Programs

Under the New York City SPBP, the school was the unit of account-
ability, and the schools determined their own distribution methods. 
We next turn to recent literature on similar programs to examine (1) 
how educators distribute bonuses among staff, (2) educators’ attitudes 
toward these programs, and (3) how monetary rewards and the pro-
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grams as a whole affect educators and students.2 It is worth noting that, 
at the time New York City introduced SPBP, the pay-for-performance 
literature was rapidly evolving, and many of the more-recent studies 
documenting effects were not yet available.

Trends in Teacher-Developed Allocation Plans

The GEEG program in Texas is one of very few bonus programs that, 
like New York City’s SPBP, allows school staff to determine how the 
school bonuses should be distributed. Taylor, Springer, and Ehlert 
(2009) reports that teachers in general designed egalitarian plans for 
their schools (i.e., the range of bonus amounts in the schools was rela-
tively small, compared to what was allowable under program guide-
lines). Moreover, schools with more-experienced teachers were more 
likely than schools with less-experienced staff to have egalitarian plans. 
Similarly, schools whose teachers’ salaries were similar were more likely 
than schools with uneven salary distributions to have egalitarian plans. 
According to the authors, “this observation suggests a possible policy 
tension between incentives that are strong enough to elicit a behavioral 
response from teachers and the need for teacher acceptance and partici-
pation in such plans” (p. 218).

2 We did not review earlier literature on merit pay experiments or surveys of teacher atti-
tudes toward incentive pay from the 1980s. For further details on these programs, see for 
example, Ballou and Podgursky, 1993; Murnane and Cohen, 1986; Johnson, 1986; Odden 
and Kelley, 2002; Podgursky and Springer, 2007. As noted earlier, these studies generally 
found that the programs often involved small bonuses, were not always well understood by 
participants, and based decisions on less-than-thorough evaluations and measures. Often, 
teachers did not know the basis for bonuses, and as a result, the researchers involved did 
not consider these programs to have provided sufficient incentives to change teacher prac-
tices. Also, our review focused primarily on school-based programs in the United States. For 
information on studies of individual performance-pay programs and international programs, 
see Podgursky and Springer, 2007, and the recent report on The Project on Incentives in 
Teaching (POINT) experiment in Nashville Public Schools (Springer, Ballou, Hamilton, 
Le, Lockwood, McCaffrey, Pepper, and Stecher, 2010a). In fact, other than POINT, some 
of the most rigorous outcome studies come from international programs in Kenya, India, 
Israel, and Mexico; however, these often employ incentive structures that are very different 
from those in the United States (e.g., much larger monetary bonuses) and also take place in 
settings that are quite different from urban districts in the United States. 
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Taylor and Springer (2009) uses data from the GEEG pro-
gram to explore incentive design not only from the perspective of the 
employer—by examining changes in student test scores and teacher 
retention—but also from the perspective of the employee—by examin-
ing the preferences revealed in the incentives teachers design for them-
selves. The authors found that, when given the opportunity, teachers 
design relatively egalitarian, group-oriented incentive pay plans. In 
turn, these incentives did not appear to have induced any significant 
changes in student test scores, although they did have significant effects 
on teacher turnover.

Teacher Attitudes and Effects on Motivation

Research indicates that educators’ experience and age affect attitudes 
toward performance-based financial rewards. In Texas, for example, 
inexperienced teachers conveyed more support for the rewards than 
did more experienced teachers (Springer et al., 2009a). Coggshall et al. 
(2009) reports that younger, “Gen Y” teachers tend to believe that 
teachers should be monetarily rewarded for success and are more in 
favor of rewarding performance with bonus or incentive payments than 
older teachers. However, both Gen Y and older teachers are more likely 
to support an incentive program that assesses awards at the school level, 
than one at the individual level.

Several studies examine the motivational effects of school-based 
bonus programs and report similar findings: Monetary bonuses can 
motivate teachers but are only one of several influences on teacher atti-
tudes and behavior. Relying on large-scale surveys of teachers in school-
based bonus programs in Kentucky and North Carolina, Heneman 
and Milanowski (1999) reports that teachers appeared to perceive these 
programs as opportunities to achieve personal, or intrinsic rewards, in 
addition to financial rewards. Intrinsic rewards included personal sat-
isfaction, the satisfaction of seeing students improve, and positive rec-
ognition from achieving the goals. Simultaneously, teachers reported 
being motivated by the fear of sanctions, such as negative publicity 
or loss of control over the school. Kelley (1999) examines the motiva-
tional effects of several bonus programs in Kentucky, North Carolina, 
Colorado, and Maryland and reported similar findings. According to 
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Heneman and Milanowski (1999), the evidence “suggests that the use 
of bonuses, in conjunction with these other outcomes, has strong moti-
vational potential for changing teachers’ behavior in the desired direc-
tion of improving student achievement” (p. 338).

Nevertheless, the research is not overwhelmingly positive about 
the effects on motivation, and Henemen and Milanowski’s conclusions 
should be interpreted with caution. For example, in one substudy of 
16 schools participating in a schoolwide bonus program in Kentucky, 
teachers reported that, although the bonus was a nice acknowledgment 
of their work, they were not primarily motivated to change their teach-
ing practices because of the potential to receive it (Kelley, 1998). Fur-
ther, some have criticized the studies in Kentucky and North Carolina 
for basing their optimistic conclusions about the motivational effects 
of school-based performance rewards on self-reported data and data 
collected “as an after-the-fact response to a new program,” instead of 
on an assessment comparing motivational levels before and after the 
intervention over the long term (Malen, 1999, p.  388).3

Research also indicates that several factors mediate the motiva-
tional effect of bonus programs and, in some cases, cause teachers to 
withdraw their support. First, some bonus programs have been associ-
ated with higher teacher stress. In the study of Kentucky and North 
Carolina programs, Kelley (1999) reports that 87 percent of Kentucky 
teachers and 72 percent of North Carolina teachers reported feeling 
more job pressure and stress as a result of participating in the bonus 
programs. These undesirable outcomes may cause teachers to question 
whether the risks and negative consequences are worth the potential 
benefits (Heneman and Milanowski, 1999).

Second, some research shows that teachers withdraw support if 
they feel that the bonus program is not being fairly administered, either 
because they perceive that the goals are not appropriate or that bonuses 
are not allocated or awarded fairly (Heneman and Milanowski, 1999). 
Consistent with expectancy theory, Kelly and Finnegan (2003) reports 
that perceived fairness of the bonus program was the largest predictor 
of teacher expectancy or the belief that individual effort would result 

3 The latter is also referred to as a pre-post assessment.
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in meeting goals. Researchers also specified two types of fairness that 
mattered for expectancy: substantive fairness (program design accounts 
for differences in student population and school resources) and pro-
cedural fairness (developing, communicating, and adhering to rules 
so that participants know what is expected of them) (Kelley, Odden, 
Milanowski, and Heneman, 2000).

Finally, the size of the incentive or bonus may affect the motiva-
tional value. While there is no definitive evidence on the optimal size 
of a bonus, some research suggests that small awards may compromise 
the motivational value of the bonuses (e.g., Kelley et al., 2000; Malen, 
1999; Chamberlin et al., 2002; Heinrich, 2007). According to Odden 
(2001), research in the private sector has found that annual bonuses 
need to be at least 5 to 8 percent of salary to influence a worker’s moti-
vation.

Effects on Staff Collaboration and Practice

Research is inconclusive about the effects of pay-for-performance pro-
grams on staff collaboration. Several studies of an incentive program 
implemented at one California charter school provide evidence on this 
topic. Milanowski and Gallagher (2000) found that teacher perceptions 
of collegiality decreased initially with the implementation of the indi-
vidual skill-based evaluation and compensation plan, but perceptions 
of collegiality and community returned over time. However, the latter 
observation could have resulted from the school’s subsequent adoption 
of a school-based incentive program for the entire staff (Kellor, 2003).

Teacher involvement in the design of the pay-for-performance 
system has also been found to influence perceptions of collegiality 
or competition, but the limited evidence is conflicting. Kellor (2003) 
points out that, in a program mostly designed by teaching staff, deci-
sions about individual pay appeared to introduce friction in a usually 
collegial community. However, in an examination of a teacher-devel-
oped pay-for-performance program in Texas, Springer et al. (2009a) 
reports that teaching staff did not believe the incentive program 
reduced collaboration or collegiality. This view was held by both those 
who received bonuses and those who did not.
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Although little empirical literature delves into the ways perfor-
mance incentives influence teacher behavior in the classroom, studies 
of performance-based accountability policies—which are a component 
of output-based pay-for-performance programs—provide ample evi-
dence that these policies affect classroom behavior in desirable and not-
so-desirable ways. Teachers not only tend to spend more time teaching 
the subjects and specific instructional content that are tested but also 
tend to focus more on standards and achievement, use testing informa-
tion and data more extensively to inform instructional changes, and 
endeavor to improve their own teaching practices in the tested subjects 
(Hamilton et al., 2007; Hannaway and Hamilton, 2008; Stecher et al., 
2009). However, these beneficial behavioral changes are often accom-
panied by a proportional decrease in instructional time and emphasis 
on untested subjects (Hamilton, 2004).

Select studies also find that teachers often respond to high-stakes 
accountability policies by spending more time teaching test-taking 
strategies and providing differential treatment to students in ways 
designed to increase overall test scores and not necessarily learning for 
all students (e.g., targeting “bubble kids” or students who are likely to 
“pass” or score as proficient) (Hamilton, 2004; Booher-Jennings, 2005; 
Reback, 2008; Neal and Schanzenbach, 2010).4 Other studies have 
similarly documented behaviors intended to “game” the system, such 
as systematically reclassifying or excluding from testing students who 
are likely to perform poorly, altering student test data, or reclassifying 
students to particular subgroups in ways that alter either their eligibil-
ity or how their results are factored into accountability measures (e.g., 
Jacob and Levitt, 2003; Koretz et al., 1996; Figlio and Getzler, 2002).

Some of this research is consistent with the Kelley (1999) study of 
schoolwide bonus programs in Kentucky and North Carolina in which 
large majorities of teachers reported that, to achieve school account-
ability goals, they spent more hours teaching, changed their teach-
ing content, and worked collaboratively with their colleagues to plan 

4 Other studies do not find strong evidence in support of the bubble-student or educational 
triage hypothesis. See, for example, Springer (2008), Ballou and Springer (2009), and Ladd 
and Lauen (2010). 
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and implement teaching changes. Nevertheless, it is unclear whether 
these reported changes are attributable to the schoolwide bonus or the 
broader standards-based reforms occurring in these places.5

Effects on Staff Mobility

Few studies empirically examine how bonus programs affect teacher 
turnover. One such study of the Texas GEEG found no evidence that 
schools in the program experienced systematic teacher turnover (Taylor 
and Springer, 2009). However, there were significant differences in the 
first year of the program for experienced teachers, in the second year of 
the program for beginning teachers, and in the third year for teachers 
as a whole. However, there were significant differences among expe-
rienced teachers for year 1, among beginning teachers for year 2, and 
among teachers as a whole for year 3. In these three cases, teachers who 
did not receive a bonus were significantly more likely to leave their 
schools under all three incentive structures, but the effect was much 
less pronounced in schools that designed plans with only teacher incen-
tives than it was in schools with at least some group incentives. Addi-
tionally, in all three years of the GEEG program, when the distribution 
plan was designed to reward all teachers equally, the failure to receive a 
share was a strong predictor of teacher turnover.

A recent study of the TAP program in Chicago, which provides 
individual performance-based bonuses to teachers, found that the pro-
gram had no discernable influence on the rates of teacher retention 
during its second year of implementation (Glazerman and Seifullah, 
2010).

Effects on Student Achievement

The effects of school-based pay-for-performance programs on student 
achievement are generally mixed, particularly in the United States. Pod-

5 A random-assignment study of a schoolwide pay-for-performance program in rural 
Kenyan elementary schools in which bonuses were quite substantial (21 to 43 percent of 
monthly salary) found that participating teachers provided more after-school test prepa-
ration but that their homework assignments and classroom pedagogy did not differ from 
those of control teachers (Glewwe, Ilias,-[ and Kremer, 2004). A recent study of Nashville’s 
POINT found that individual incentives had no effect on what teachers reported doing in 
their classrooms (Springer et al., 2010a). 
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gursky and Springer (2007) reviewed a variety of domestic and inter-
national incentive programs and the studies and reports that associated 
several of these programs with positive student outcomes. For instance, 
the Dallas Independent School District implemented a districtwide 
accountability program that gave all teachers a small monetary reward 
tied to schoolwide achievement to improve the performance of all the 
district’s schools. Analysis showed that student achievement in Dallas 
increased relative to other districts in Texas. Nevertheless, given that 
the intervention did not allow for more rigorous research designs, and 
many other facets of the district were changing at the same time, these 
findings are not very robust or informative.6

Another study (Figlio and Kenny, 2007) merged national data 
from several surveys on school staffing policies, student achievement, 
and other variables to assess the variation and effects of incentive pay 
in schools. Podgursky and Springer paraphrased the conclusions of the 
earlier study:

The effects of even modest doses of incentive pay were statisti-
cally significant in both public and private schools. . . . The effect 
of a high level of implementation of incentives relative to none at 
all impacts achievement comparable to a one standard deviation 
increase in days absent for the average student and an increase 
in maternal education of three years. (Podgursky and Springer, 
2007, p.  31)

On the other hand, a number of recent studies have found no 
evidence of systematic links between performance pay and student 

6 Additional studies, not reviewed here, examine the effects of individual-based perfor-
mance bonus programs. For example, a recent study of the second year of the TAP pro-
gram in Chicago found it did not affect student test scores (Glazerman and Seifullah, 2010). 
Similarly, the study of POINT in Nashville Public Schools found no effect of individual 
incentives had no effect on test scores overall (Springer et al., 2010). Also, a meta-analysis 
of 45 studies of incentive programs within private and public businesses, as well as colleges 
and universities (not K–12 schools), found that group-directed incentives had significantly 
greater influence on performance (twice the effect) than did individually directed incentives 
(Condly, Clark, and Stolovitch, 2003). Authors caution, however, that the unequal sample 
sizes for the studies looking at group-based incentives (n=9) versus individual incentives 
(n=55) may have affected the statistical results.
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achievement, as measured by test scores. For example, analysis of 
student achievement levels and student achievement growth data in 
the third year of the TEEG program found no evidence that it had 
a systematic treatment effect on student achievement (Springer et al., 
2009a). Furthermore, neither the design features of the program nor 
size of teacher bonuses moderated the effects (Springer et al., 2009a). 
Analyses undertaken as part of the study of the Texas GEEG program 
produced similar results (Springer et al., 2009b).

When there were no effects on achievement, Podgursky and 
Springer (2007) found that teachers did in fact respond to the incen-
tives in place but that these incentives did not tie rewards to achieve-
ment goals and were therefore not well designed. For example, in a 
bonus program implemented in an alternative high school in Michigan, 
bonuses were tied to increased course completion rates rather than to 
achievement in the courses. In comparison to another alternative high 
school without such a program, this school’s course completion rate did 
increase—indicating that teachers responded to the incentive—but the 
school’s overall student pass rates and grade point averages dropped as 
lower-achieving students were induced to stay in school.7

These results did not hold in the recent randomized experiment 
on incentives for individual teachers. One study evaluated the TAP 
school program and found that, in the context of the participating 
schools, the prospective of individual awards did not induce changes 
in teacher behavior (Glazerman and Seifullah, 2010). Similarly, in 
POINT, middle school mathematics teachers randomly assigned to 
the invention could earn bonuses of up $15,000, but these incentives 
did not elicit behavioral differences from teachers in the control group.

As our work was nearing completion, two other studies on the 
effects of SPBP were released. The first, which appeared in Education	
Next, tested the program’s effects on student achievement in years 1 
and 2 (Goodman and Turner, 2011). The study used school-level data 
weighted by the number of tested students and found that the program 
had no overall effect on student achievement.8 The study found that 

7 See Podgursky and Springer, 2007, for more-detailed reviews of these and other studies.
8 The findings we report in Chapter Seven, which use student-level data, are similar.
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the program improved student achievement in small schools but that 
this effect was significant only for mathematics in year 1. We could 
not replicate this effect using student-level, Progress Report, or teacher 
outcome data.9

The second report appeared in the National Bureau of Eco-
nomic Research Working paper series. The authors tested how SPBP 
affected student achievement, attendance, behavioral incidents, course 
grades, and graduation rates (Fryer, 2011). It also tested how the pro-
gram affected teacher retention in the district, personal absences, and 
responses to the district-administered school survey, which measures 
school environment and was one component of the performance mea-
sures used in determining bonuses. The study used student-, teacher-, 
and school-level data from all three years of SPBP and found no evi-
dence that the program increased student achievement. The study 
found statistically significant negative results for middle school stu-
dents on both the mathematics and ELA tests and significant negative 
results for pooled elementary and middle school students on the math-
ematics tests. The study found no significant effects for high school 
Regents Examinations, although all estimated effects were negative. It 
did, however, find negative effects for graduation rates. It also found 
significant negative effects for large elementary and middle schools in 
achievement but, unlike Goodman and Turner (2011), did not find 
positive effects for small schools. The study found that the program 
did not affect attendance, student grade point averages, or behavioral 
problems, other than a significant increase in behavioral problems in 
SPBP middle schools. It also found no effects on any teacher outcomes.

Enabling Conditions

Although not many studies focus on school-level conditions and efforts 
associated with winning a bonus, at least one qualitative study of the 
Kentucky school-based performance award program identified several 
enablers of success (Kelley, 1998). Most notably, schools that won the 

9 Contributors to the differences between our findings might be that we lacked the authors’ 
data on school sizes and did not know which school they included in their treatment and 
control groups.
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bonus were more likely to engage in particular strategies, such as align-
ing the curriculum to state test and curriculum guides, incorporating 
test-taking strategies into the curriculum, and providing teachers with 
professional development opportunities focused on knowledge and 
skill deficits. These schools were also characterized by well-informed 
teachers with strong professional ties and knowledge about how to use 
information from the state to guide improvement.

Kelley (1998) further reported that strong principal leadership 
also played an important role in motivating schools to improve and 
“substituted for teacher leadership in the schools with slightly lower 
levels of teacher knowledge, skills, and professional savvy” (p. 320). 
The level of schooling also appeared to affect outcomes: elementary 
schools were more likely to win rewards because of what respondents 
described as “smaller organizational structure, cross-disciplinary 
nature, and greater malleability and willingness on the part of teachers 
to try new things” (p. 316).

Summary

Past research has found mixed evidence of the motivational effects of 
school-based bonus programs and has indicated that motivation is often 
mediated by perceptions of fairness and the size of the bonus. Research 
is also inconclusive about the effects performance-based incentives 
have on staff collaboration, while some of the broader accountability 
literature suggests that there are some potential desirable and undesir-
able effects on classroom practices. There is also limited and mixed 
research evidence on how these programs affect student achievement. 
These findings are important to keep in mind when considering the 
design, implementation, and outcomes of the New York City SPBP, 
which we discuss in the remainder of this report.

The New York City Schoolwide Performance Bonus 
Program

The New York City SPBP was a pilot program resulting from negotia-
tions between NYCDOE and UFT, the union that represents teach-
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ers and other education employees for purposes of setting salaries and 
working conditions.

NYCDOE manages the largest school district in the country, 
serving approximately 1.1 million students in more than 1,700 schools 
across the five boroughs of New York City. The department is led by 
a chancellor, who is appointed by the mayor, and is divided into 32 
community districts, each led by a superintendent overseeing the ele-
mentary and middle school students in that area. High schools are 
overseen by high school superintendents in each borough. In addition, 
the schools in each borough are served by an integrated service center, 
which provides administrative support in a variety of areas and 11 
internal and external school support organizations, which help schools 
reach accountability targets, provide professional development, and 
help design programs and interventions.

Founded in 1960 as a local affiliate of the American Federation of 
Teachers, UFT represents approximately 200,000 members and is the 
sole bargaining agent for most of the “nonsupervisory” educators who 
work in the New York City public schools—including 87,000 teach-
ers and 19,000 classroom paraprofessionals, and guidance counselors, 
social workers, school secretaries, attendance teachers, psychologists, 
adult education teachers, administrative law judges, nurses, laboratory 
technicians, and speech therapists.10

The following section draws on data gathered from written pro-
gram documents distributed by NYCDOE, UFT, or both jointly, as 
well as from interviews conducted in 2009 with key NYCDOE and 
UFT policymakers involved in the design and implementation of 
SPBP.11 The next sections of this chapter describe the program’s his-
tory, goals and theory of action, funding, design components, timeline, 
and results.12

10 UFT also represents more than 53,000 retired members, as well as teachers and employ-
ees of some private educational institutions and charter schools (UFT, 2011).
11 See Chapter Three for more details on data sources and methods.
12 Unless otherwise noted, all quotations in these sections come from interviews conducted 
for this study.
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History of the Program

SPBP’s origins date back to contract negotiations between UFT and 
NYCDOE in 2005. At that time, the school system and the union 
agreed to hold future discussions on a number of topics that proved 
too complicated to resolve in 2005. One of these issues was an alterna-
tive form of teacher compensation—one that would either adjust or 
complement the single salary schedule that provided increases based on 
years of experience and graduate credits.

In 2007, the time was ripe to take up this issue. As one NYCDOE 
official commented, “The stars kind of aligned.” In November 2007, an 
MOU between NYCDOE and UFT established SPBP:

The New York City Department of Education and the United 
Federation of Teachers jointly support, and pledge together to 
implement on a pilot basis, a schoolwide-based bonus program 
pursuant to which educators will be awarded substantial bonuses 
for student achievement gains.

The principal negotiators of the agreement were Chris Cerf, then–
deputy chancellor for Organizational Strategy, Human Capital, and 
External Affairs for NYCDOE, and Randi Weingarten, then-presi-
dent of UFT.13 Established as a two-year pilot for the 2007–2008 and 
2008–2009 school years, the program was extended for a third school 
year, 2009–2010, in 2009 as a result of additional negotiations between 
NYCDOE and UFT.

While both parties agreed to revisit the teacher compensation 
issue in 2007, determining what a new compensation system might 
look like was less straightforward. The resulting program—SPBP—was 
the product of a series of school district–union compromises. The ulti-
mate plan for SPBP was approved by a vote of UFT’s delegate assem-
bly, a representative governance body consisting of members elected 
from each school. UFT officials reported that the proposed compensa-

13 Weingarten resigned as UFT president in August 2009 to assume full-time duties as pres-
ident of the national American Federation of Teachers. In 2009, Cerf took a position with 
Mayor Michael Bloomberg’s reelection campaign and, in December 2010, was appointed 
Commissioner of Education for the New Jersey Department of Education.
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tion plan was approved overwhelmingly. Said a UFT official, “We [the 
UFT] told [teachers] this is a school program. Let the school decide 
to go in or not. If you [delegates] vote down the agreement, then you 
won’t even give [schools] the opportunity to vote yes or no [on going 
into the program]. And the delegates saw it that way.”

Finally, NYCDOE leaders viewed the policy as complementary to 
a series of concurrent reforms being undertaken districtwide under the 
Children First initiative. Mayor Bloomberg, with Schools Chancellor 
Joel Klein, launched this reform initiative in 2002 “to create a system 
of outstanding schools where effective teaching and learning is a real-
ity for every teacher and child” (NYCDOE, undated). Children First 
began with the reorganization of NYCDOE’s management structure, 
focusing on centralizing a decentralized system. The department also 
adopted a host of reform policies that included

• a systemwide approach for instruction in reading, writing, and 
mathematics that was reinforced with annual testing in grades 3 
through 8

• a new parent support system that provided a parent coordinator 
for each school

• new student promotion policies
• a leadership academy to train new school leaders.

Over the next few years, the district also piloted and expanded 
programs to increase school autonomy in exchange for greater account-
ability for achievement results. In 2007, schools not meeting account-
ability targets faced consequences, and under the new SPBP, a subset 
of participating schools meeting and exceeding targets could receive 
financial rewards. At the public announcement of SPBP, Chancel-
lor Joel Klein noted that the program “supports and reinforces our 
Children First reforms, which drive decisionmaking and resources to 
schools, where they can have the greatest impact on student learning” 
(NYCDOE, 2007).
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Goals and Theory of Action

According to both the school system and the union, the primary goal of 
SPBP was to improve student achievement. Both NYCDOE and UFT 
agreed that student learning was not what it needed to be. Both were 
clear that raising measurable levels of student achievement was their 
common, and principal, priority. As NYCDOE’s Chris Cerf remarked,

One of the barriers to successful school districts is [that] there 
is not a common definition or metric of success. It’s very, very, 
very important to be unambiguously clear about what constitutes 
success in the system. And success for us [the NYCDOE] is mea-
sured by how much children are learning. . . . Getting children 
to learn more in ways that are measurable and objective is the 
definition of success.

Despite agreeing on the ultimate purpose of the policy, NYCDOE 
and UFT differed about which specific compensation-related strate-
gies might offer the best prospects for increasing student achievement. 
NYCDOE favored an incentive-pay system that would reward indi-
vidual teachers for their students’ test score gains as the way to motivate 
teachers to change practices to improve student achievement. Perfor-
mance pay, the department believed, was a way of highlighting teacher 
effectiveness. Many of the comments from NYCDOE and funders at 
the outset of the program emphasized the understanding that bonuses 
would serve as rewards and incentives that would motivate behavior 
(NYCDOE, 2007):

This program will allow us to reward our most successful schools 
and educators. It will also help us motivate educators to work 
together to come up with innovative solutions to help our stu-
dents and our schools excel. (Chancellor Klein)

We know from experience across other industries and sectors that 
linking performance and pay is a powerful incentive. I applaud 
the Mayor, the Chancellor, and the UFT President Randi Wein-
garten for taking the bold step of applying this model to teaching 
as teachers are one of the most important levers in New York’s 
overall effort to improve student achievement. (Mr. Eli Broad, 
funder)
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UFT, while open to changing teacher compensation practices,14

opposed the kind of individual merit pay that “put teachers in com-
petition within a school.” Instead, the union believed the key to lift-
ing student performance lay in a system that tied financial bonuses to 
cooperation among teachers and between teachers and the principal. 
Collaborative school environments, the union reasoned, would take 
teachers out of their isolated classrooms and foster professional com-
munities in which educators would work together toward common 
goals and outcomes. Said then–UFT President Randi Weingarten:

We have not yet seen a reliable, careful way that isolates the effec-
tiveness of individual teachers based upon the test scores of their 
students. But what we do know is there are a lot of directional 
things that are important. And we do know that if you end up 
having people really work together at a school level that does 
improve achievement.

Similarly, in her public statement at the announcement of the program, 
Weingarten commented:

This schoolwide bonus program recognizes and builds upon the 
UFT’s core philosophy that students learn, achieve and ben-
efit most when all educators in a school collaborate to provide 
the best possible education. It properly refocuses the misguided 
debate over individual merit pay. Respecting and understand-
ing the importance of teamwork and collaboration is precisely 
why the UFT enthusiastically supports this schoolwide initiative. 
(NYCDOE, 2007)

In developing SPBP, NYCDOE was mindful of the union’s politi-
cal challenges. Said Chris Cerf, “My goal was to find a way to . . . push 
for some kind of [pay] differential while having a . . . recognition of 

14 The teacher salary schedule in New York City, for example, awards additional pay to 
teachers who earn National Board Certification. In addition, under Rudy Crew’s tenure as 
chancellor of New York City public schools in the late 1990s, UFT worked with NYCDOE 
to create the Chancellor’s District, a geographically noncontiguous “district” encompassing 
the school system’s lowest performing schools. Teachers in Chancellor’s District schools were 
paid more than teachers in other city schools in exchange for greater accountability and a 
longer school day and school year.
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some of the political challenges that the union would have in moving 
in that direction.” NYCDOE leaders also recognized the value of using 
schools as the unit of analysis to promote collaboration. Cerf noted, 
“My personal philosophical inclination is that [having it be] school-
based, or a substantial portion of it be school-based, is the right way 
to go. . . .The research is pretty clear that some kind of collaborative 
environment is conducive to good student outcomes.”

In addition to improving student achievement, the individuals 
who helped design and fund the program articulated a number of 
ancillary and intermediate goals. First, several stakeholders described 
SPBP as a way of both retaining high-quality teachers in hard-to-
staff schools and encouraging other teachers to seek openings in these 
schools—which would ultimately improve the performance of students 
in these schools. For example, a UFT official explained, “One goal of 
the program would be as a recruitment and retention tool for teachers 
in hard-to-staff schools.” A NYCDOE official concurred that, “If suc-
cessful, the program would help to attract and retain effective teach-
ers in high-needs schools.” NYCDOE (2007), the official press release 
announcing the program, emphasized this goal: “Because only high-
needs schools are eligible to participate in the program, it creates incen-
tive for great teachers to teach in City schools that serve high-needs, 
low-achieving students.”

Second, a representative of one of the key funders in the pro-
gram’s first year of implementation viewed SPBP as opening the door 
to broader teacher compensation reform: “A goal [of SPBP] is to push 
the lever a little bit in a different way as a start in teacher compensation 
reform.”

Ultimately, NYCDOE’s and UFT’s differing beliefs and hypoth-
eses about what strategies would contribute to increasing student 
achievement were melded into a set of compromises that became SPBP. 
As UFT’s Weingarten put it, “We walked in their shoes, and they 
walked in our shoes.”

As Figure 2.1 illustrates, district and UFT leaders articulated sev-
eral hypotheses about how SPBP would improve student outcomes:
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• Some believed that the possibility of receiving a share of the finan-
cial bonus would motivate individual staff members to improve 
their efforts and practices to maximize chances of achieving that 
bonus, which would improve practices and, ultimately, student 
achievement (the anticipatory effect of the incentive). Within this 
group, some further believed that the possibility of schools dif-
ferentiating bonus distributions based on individual performance 
might enhance the motivational effects of the bonus and lead to 
even greater positive outcomes for students.

• Others believed that winning a financial bonus would improve 
staff morale, which would also improve practices and student 
achievement (the postreceipt effect).

• Still others emphasized that providing a bonus tied to schoolwide 
performance would be an incentive for all staff to work together 
to maximize their chances of achieving that bonus, and that the 
improved collaboration and cooperation would improve student 
achievement either directly or indirectly as a result of improved 
school and classroom practices.

Figure 2.1
SPBP Theory of Action
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• Finally, a few leaders hypothesized that participating in the bonus 
program might motivate staff to seek and sustain employment at 
these schools, which could in turn provide greater continuity and 
support for school improvement efforts and ultimately improve 
student achievement.

Program Funding

As indicated in the MOU, NYCDOE and UFT agreed that the school 
system would try to raise outside private funds to pay for the program’s 
first year and would use public funds to sustain SPBP in subsequent 
years. According to NYCDOE’s Chris Cerf,

The mechanical problem we were solving for [initially] is that we 
[launched the program] in the middle of a fiscal year when bud-
gets were set and there was no money. And so we agreed that we 
would ask funders to pay for the first year, but the public dollars 
would pay for ensuing years.

For SPBP year 1, the school system secured $12.76 million from 
private sources, including more than $5 million from the Eli and 
Edythe Broad Foundation, $5 million from the Robertson Founda-
tion, and the remaining funds from other foundations and the Partner-
ship for New York City.15 Year 2 drew on $33 million in public fund-
ing. Year 3 drew on $4.2 million in public funding.

According to NYCDOE, UFT, and the funding partners, the 
funders played no role in shaping the compensation program. How-
ever, they remained invested and interested in its progress and out-
comes.

Program Design Components

New York City SPBP’s design elements typified those of a school-
based performance-pay program (i.e., school as unit of accountabil-
ity) in which all participating schools meeting or exceeding perfor-

15 The Partnership for New York City is a nonprofit member organization comprising 200 
CEOs from New York City’s corporate, investment, and entrepreneurial firms. Among the 
partnership’s top priorities is supporting continued reform of the city’s public education 
system (Partnership for New York City, 2011).
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mance targets received a bonus (i.e., a fixed-performance approach). To 
receive such awards, participating schools needed to improve their per-
formance above a certain threshold, determined by a grading system 
based in large part on student growth on standardized tests, as well 
as on attendance and school environment (i.e., a limited linear model 
relying on educational inputs and outputs). This subsection describes 
SPBP’s design elements in more detail, including school eligibility and 
participation requirements, methods for calculating and distributing 
bonuses, and support and communication provided to participating 
schools. In all, most of these elements stayed the same over the course 
of the three years.

School Eligibility for Participation. By mutual agreement between 
NYCDOE and UFT, only high-needs schools were eligible to partici-
pate in SPBP. High need was defined by the factors used to create 
peer groups for the citywide Progress Reports (see description of these 
reports below). For high schools, the criteria were the average profi-
ciency ratings for actively enrolled students on the 8th grade New York 
State ELA and mathematics exams. For middle schools, the criteria 
were the average proficiency ratings on the 4th grade ELA and math-
ematics tests. For elementary schools, the criteria were the poverty 
rate, other student demographic characteristics, and the percentages of 
English language learners (ELL) and special education students in the 
school. “There wasn’t a lot of controversy about what the high-needs 
schools were; of course, [they were] the schools with underperforming 
students,” remarked a UFT official.

These criteria yielded a list of 427 schools, of which about one-
half were randomly selected to be invited to participate in year 1.

School Participation Requirements. To maximize the prospect 
of teacher buy-in, leaders made program participation voluntary.16 In 
SPBP-eligible schools, 55 percent of the total UFT-represented employ-
ees assigned to the school—not just 55 percent of those there on the 
day of the election—were required to vote in the affirmative for the 

16 While participation was voluntary for the schools, it was not for individuals in the schools 
that agreed to participate.
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school to participate.17 The principal also had to agree. School “yes” 
and “no” tallies were submitted to NYCDOE and UFT. Each SPBP-
eligible school was required to vote annually on whether or not to con-
tinue to participate in the program.

Said immediate past UFT president Randi Weingarten, 

The details are what created the credibility [for the program] in 
the schools because we [the UFT] were able credibly to say to 
our members that this is really up to you. You decide each year 
whether you want in or out.

Criteria for Earning a Bonus: Performance Measures. Unlike some 
other pay-for-performance programs that operate as rank-ordered tour-
naments, SPBP was based on fixed performance measures. Schools that 
met the target for a bonus received one. Bonuses were based on meet-
ing the performance targets on the Progress Reports that NYCDOE 
issued all schools districtwide. “It’s very important to have all [of] our 
performance metrics aligned around a common thing, just as a matter 
of changing the culture,” said then-NYCDOE’s Chris Cerf. “The Prog-
ress Reports . . . evaluate the schools, and they’re a basis upon which we 
close schools or reward schools, so it made sense to bring [the compen-
sation program] into alignment.”

Each Progress Report—which all schools districtwide receive—
compares a school’s student-learning results both against the results 
for schools serving the same grades throughout the school system and 
against those for a peer group of up to 40 schools with similar student 
populations. Performance is based on multiple indicators, although 
score calculations weigh output measures more heavily than input mea-
sures. In 2008–2009, a school’s overall score on the Progress Report 
consisted of multiple qualitative and quantitative factors, as summa-
rized below:

17 See Chapter Four for details on these annual votes. In the vast majority of schools, vote 
counts far surpassed the 55-percent threshold. Of the193 schools for which we have data for 
year 2 and the 182 schools for year 3, more than 90 percent of staff voted to participate in 
almost two-thirds of the schools. 
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•	 Student	 performance constitutes 25 points of the score. For ele-
mentary, middle, and K–8 schools, performance is measured by 
students’ annual scores on the New York State tests in ELA and 
mathematics (median proficiency and percentage performing at 
or above proficiency). Student performance in high schools is 
measured by graduation rates (4- and 6-year graduation rates and 
weighted diploma rates).18

•	 Student	progress composes 60 points of a school’s score. Student 
progress for elementary, middle, and K–8 schools is measured by 
average school improvement on New York State tests from the 
previous year (average change and the percentage making prog-
ress19). For high schools, the measures are credit accumulation 
and completion and weighted pass rates for the Regents Exami-
nations.

•	 School	 environment makes up 15 points of the Progress Report 
score. School environment consists of factors such as student 
attendance (up to 5 points) and results of NYCDOE-issued stu-
dent (middle and high school), parent, and teacher surveys (up to 
10 points) which measure perceptions about academic expecta-
tions, communication, engagement, and safety and respect at the 
school.

•	 Additional	 credit	 for	 exemplary	progress	with high-needs popula-
tions	can add up to 15 points to the Progress Report score. Ele-
mentary, middle, and K–8 schools earn this credit for groups of 
high-needs students (ELL, special-education students, and stu-
dents in the lowest one-third citywide) who demonstrate exem-
plary progress on test scores (defined as 1.5 years of gains on state 
tests). High schools earn extra points for high-needs students’ 

18 NYCDOE, 2009, p.  7, expands on median proficiency:

This measure represents the median Proficiency Rating for all students in the school. The 
“median” is the midpoint of all students: half of all students had a higher score; half had 
a lower score. As is described in the definition of Proficiency Ratings above, this Median 
Proficiency Rating is measured on a scale of 1.00 to 4.50, based on the scale score.

19 Both average change and percentage making progress are based on proficiency ratings, 
not scale scores.
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credit accumulation (i.e., earning 11 or more credits in their 
first, second, or third years of high school), Regents Exam scores 
(earning a 75 or higher for the first time on ELA or mathematics 
Regents), and graduation with a Regents Diploma. (NYCDOE, 
2009a, c, and the Progress Reports website itself).

Final calculations of Progress Report scores are based on the 
school’s overall points relative to all schools citywide and to schools 
with similar student populations. Each school receives an overall score 
that is a weighted average of school environment (15 percent), student 
performance (25 percent), and student progress (60 percent) plus any 
additional credit earned. Letter grades are assigned to schools based on 
these overall scores and scores within the three categories.

In the first two years of the program, NYCDOE determined 
cutoff scores corresponding to each letter grade.20 In year 3, in an effort 
to increase the rigor of proficiency standards, the state department of 
education raised the cutoff scores for determining proficiency on state 
tests. This change decreased student passing rates throughout New 
York City and the state. To address this, in March 2010, NYCDOE 
announced it would change the way it determines Progress Report 
grades, relying on growth percentiles and a set distribution of grades 
(25 percent of schools would receive As, 35 percent Bs, 35 percent Cs, 
4 percent Ds, and 1 percent Fs).21 As a result of the recalibrated state 
test, school grades generally declined across the city.

In year  1, NYCDOE set annual performance targets based on 
Progress Report scores for all schools in the district.22 Although the 

20 In the first year of Progress Reports, NYCDOE set cut scores based on the distribution of 
scores in that year. In subsequent years, cut scores were to remain the same, regardless of the 
distribution. This changed in 2010, as described above.
21 NYCDOE, 2010c, explains this as a model that “measures the change in student test 
scores from last year to this year by comparing students who started at similar levels of pro-
ficiency.”
22 From its weighted total score on the Progress Report, each school was assigned to one of 
five percentile ranking categories based on the range of all weighted total scores citywide, by 
type. These ranks were used to determine each school’s target for the next year. A school in 
the 85th percentile rank or above was given a target of gaining at least 7.5 points; from the 
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Progress Reports scores compared schools to others in their peer group 
and to all schools in the district, the performance targets were not 
explicitly normative. Every school had a specific target for its Progress 
Report score and grade that was independent of the targets for other 
schools. Moreover, if all schools met their targets, all schools could 
earn bonuses. Eligible schools that met their targets by 100 percent or 
exceeded them received the full bonus, equal to $3,000 multiplied by 
the number of full-time UFT-represented employees in the school. As 
a result of a modification to the NYCDOE-UFT MOU in the middle 
of year 1, eligible schools that met at least 75 percent of their targets 
received one-half of a bonus pool equal to $1,500 per UFT-represented 
staff member. For example, if a school had a Progress Report score of 
60 in 2007–2008, a target of 68 in 2008–2009, and earned a 66, that 
6-point increase represented 75 percent of the 8 points needed to reach 
the 2008–2009 target. Therefore, this school would have earned one-
half of the full bonus amount.

At the end of year 1 (June 2008), NYCDOE and UFT announced 
an additional means by which a participating school could earn a par-
tial bonus: maintaining an “A” Progress Report grade for two consecu-
tive years. District leaders believed this adjustment was necessary for 
schools that had already achieved a high Progress Report grade and 
had less room for growth than other schools did but still deserved an 
opportunity to earn a bonus. Additionally, a small number of schools 
participating in SPBP had Progress Report scores greater than 92.5, 
which meant these schools could not meet their performance standards 
unless they earned points through additional credit.

In year 2, NYCDOE eliminated targets for all schools except for 
those participating in SPBP. For these, the department adopted new 
targets specifically for determining bonus recipients (using the same 
formula as in the previous year). These targets were “intended to incen-
tivize schools to move up at least one grade on the Progress Report” 
(NYCDOE, 2009a). Schools with lower Progress Report scores in the 

84th to 45th percentile, the target was at least 12.5 points; from the 44th to 15th percentile, 
at least 15 points; from the 14th to 5th percentile, 17.5 points; and below the 5th, percentile 
20 points. 
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previous year were required to make greater improvements to reach 
their targets. For example, in 2008–2009 (year 2), elementary, middle, 
and K–8 schools receiving an F the previous year needed to rise to a C 
(i.e., a minimum score of 43) or increase by at least 20 points (which-
ever results in a higher score); D schools needed to rise to a C or least 
17.5 points (whichever was greater); C schools needed to rise to a B 
(i.e., score of 54) or go up at least 15 points (whichever was greater); B 
schools were required to go up at least 12.5 points and A schools at least 
7.5 points. For the elementary, middle, and K–8 schools, NYCDOE set 
75.5 as the maximum target—or the minimum score to receive an A 
(68 points) plus 7.5 points.23

During year  3, NYCDOE considered altering the criteria for 
SPBP bonuses, in anticipation of changing proficiency standards for 
the state test and potential declines in school-level performance and, 
therefore, eligibility for bonuses. The department could not, however, 
reach an agreement with UFT on how to do so. The resulting indeci-
sion about how targets would be set or how bonuses would be deter-
mined continued through the academic year, leaving schools without 
information on bonus criteria. Ultimately, NYCDOE decided to use 
the same methodology as in year 2. As discussed later, this meant that 
far fewer schools received bonuses for the 2009–2010 school year.

Distributing Bonuses. Bonus money, given to a school in a lump 
sum, was distributed within a school by a school-based CC. The four-
member committee at each school consisted of the principal, another 
individual chosen by the principal, and two members selected by UFT-
represented staff at the school.24 The CC had full authority to allocate 
the school’s bonus. It could divide the money equally among all eligible 
school recipients or could differentiate dollar amounts, giving larger 
sums to some individuals than to others. The one restriction was that 
the committee could not award money on the basis of seniority. While 

23 A school receiving two Progress Reports (e.g., a K–12 school receiving an elementary and 
high school report) qualified for a bonus if it (1) met at least 75 or 100 percent of one of its 
targets and (2) did not receive a lower score in that year than in the previous year on the 
other report.
24 In the 2008–2009 school year, two schools reported to NYCDOE that their CC had only 
three members. We also heard from a school whose CC had five members.
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the formal MOU did not cover school staff members not represented 
by UFT, CCs were free to decide to allocate bonus money to these per-
sonnel. Individual recipients within a school could also opt to donate 
their shares or some portion of them to the school, but again, this was 
not a formal part of the program.

According to UFT and NYCDOE leaders, CCs were incorpo-
rated into the design of SPBP to resolve two potential dilemmas the 
program might otherwise have confronted. First, both NYCDOE and 
UFT wanted to make sure that decisions about awarding bonuses were 
made at the school, not centrally by the school system or the union. 
As one UFT official said, “The schools were the unit that was opting 
into the program, so it [made] sense to have the decision [about how to 
distribute the bonus] at the school level.” Second, NYCDOE wanted 
bonuses to be differentiated by job title; the union did not. “Leaving 
it up to each school as far as how the money was allocated . . . avoided 
that problem,” said a UFT official.

As former UFT president Randi Weingarten commented, “[Chris] 
Cerf and I kept wrestling back and forth with, ‘How do you really 
assure that these decisions [about awarding bonuses] will come from 
the schools?’” The “conceptual breakthrough,” according to NYCDOE 
official Chris Cerf, was the CC. CCs would ensure that decisions about 
how to distribute bonuses were school-based. Moreover, explained Cerf,

If a Compensation Committee [chose] to award people differ-
entially based on whatever considerations they thought [made 
sense], whether they had different jobs in the building or they 
had different levels of performance, they could do that. If, on 
the other hand, they felt that the value of share and share alike 
[held], if there [was] collective success for the building, they could 
[award everyone the same amount].

According to program guidelines, the CC was required to make 
its decisions by consensus. No votes were supposed to be taken, so 
neither the administration nor the UFT members could control the 
results (equal representation of administrator and UFT appointed 
members was also intended to serve this purpose). If the CC could not 
reach consensus on how to allocate the bonuses, the school was to for-
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feit any money it would have been awarded. Thus, the committee had 
a compelling incentive to come to agreement about how to distribute 
bonus money the school had earned.

The CC determined the school’s bonus distribution plan in the 
spring and specified which staff members would receive bonuses and 
how much each would receive when the NCYDOE announced bonus 
results in the subsequent school year. These decisions were made before 
test scores were released and before NYCDOE determined which par-
ticipating schools had earned bonuses. According to one NYCDOE 
official, the decision to determine bonuses before test scores were 
released was purely practical. When SPBP was first established, state 
tests took place too late for them to be considered in committee deci-
sions because results were not released until the summer. Other dis-
trict leaders reported struggling about when to decide on distribution 
plans. On the one hand, they recognized that figuring out distribu-
tion plans prior to the release of test results would limit the option 
of using approaches that differentiated based on performance. On the 
other hand, they feared that determining distribution plans after the 
release of test results would weaken incentives for teachers and schools 
to improve performance, given that they would feel that they were 
working toward an unknown or moving target.

Ultimately, bonuses were awarded in the fall of the next school 
year (in year 3, the announcement came much later) and followed indi-
vidual staff members to the school in which they currently worked. 
So, if a teacher moved to a new school that fall, he or she would have 
received payment for the bonus earned by the school in which he or 
she taught the previous year. The chancellor of the school system and 
the president of UFT constituted an oversight committee to review any 
appeals of bonuses.

The Bonus Share Amount. NYCDOE and UFT arrived at a 
bonus share of $3,000 per UFT-represented employee in an attempt 
to strike a balance between the financial circumstances of NYCDOE 
and ensuring that compensation bonuses were large enough to attract 
teachers’ interest and participation. NYCDOE official Cerf explained:
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[We] looked at the literature . . . and that number [$3,000] . . . 
is [about] five percent of [the salary of] a fourth-year or fifth-year 
teacher. And that’s all we could afford. In an ideal world, it would 
have been more. I think there’s a little bit of literature about this 
that says to really change behavior—and that’s the only reason 
you would do something like this—that number needs to be 
bigger. But [we] thought intuitively that that number was big 
enough to have some meaning.

UFT’s Weingarten echoed Cerf ’s explanation:

That was actually the minimal amount we thought was necessary 
to spark people’s interest. Of course, it should be higher. But we 
thought that given . . . the other needs of the system, and particu-
larly walking into a fiscal crisis, you had to be very careful not to 
make this experiment more important than so many other things 
that have to be done.

Communicating to Schools about SPBP. SPBP MOU specified 
that NYCDOE and UFT issue joint communications to schools about 
the program. This requirement was designed to emphasize that the pro-
gram was a partnership between NYCDOE and UFT and to ensure 
that all school personnel received the same message (see next section 
on “no lobbying”).

The program was initially announced with a joint letter from 
the Chancellor and the UFT President. Joint NYCDOE-UFT orien-
tation sessions were conducted for eligible schools. Written informa-
tion about the program, such as general descriptive bulletins, was also 
issued jointly. One UFT official noted, “We [the NYCDOE and UFT] 
[do] joint orientations and joint releases to the schools. We really [try] 
to work together to have this plan succeed.”

As discussed in Chapter Four, lessons learned from SPBP’s year 1 
orientations were used to improve year 2 orientations. For example, in 
year 2, NYCDOE and UFT required participating schools to attend 
the orientation sessions. Also, NYCDOE developed and made avail-
able to all schools in the district the Progress Report “Modeler,” a soft-
ware tool to help schools examine their Progress Report scores and 
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target, isolate the various components (e.g., student performance, stu-
dent progress), and identify what outcomes they needed to achieve to 
reach the targets or improve their scores. At least one NYCDOE leader 
interviewed believed this tool could assist participating schools inter-
ested in strategizing to improve their chances of earning the bonus.

No-Lobbying Agreement. A significant feature of the NYCDOE-
UFT SPBP agreement was that both sides encouraged eligible schools 
to participate in the program but that neither side would attempt to 
lobby schools. In the words of the MOU, “The NYCDOE and UFT 
jointly pledge to work in good faith to encourage [eligible schools] to 
participate . . . in the first year and throughout the life of the program.”

According to both NYCDOE and UFT officials, each side kept 
its word. Said a NYCDOE official, “The UFT were honest brokers on 
this. We had a series of meetings [at schools] with a NYCDOE repre-
sentative and a UFT representative in which we both describe the pro-
gram and I think passively advocate for its acceptance.” A UFT official 
concurred: “We did not pressure any school to go into [the program]. 
We just gave them the information.” Noted another NYCDOE official,

I think it [is] the clear message from UFT and DOE that this 
was a worthwhile program to participate in. So we didn’t go out 
and lobby schools . . . but we put out positive messages about the 
program. . . . The message from the UFT . . . to the schools was 
that this is a good way to test the power of collaboration. And 
from us [NYCDOE], it was that it was a good way to reward 
groups of educators doing an effective job with kids. And I think 
the subtext from both of us was that there’s not a real downside 
to participating.

This supportive but relatively neutral stance extended to the issue 
of advising CCs on how to distribute bonuses. A UFT official explained, 
“I was very clear at all of the orientations. I said, ‘This is your program, 
we’re not going to tell you how to [distribute the bonuses]. You do what 
you think is right.’” As a NYCDOE official put it, “They [the schools] 
were totally on their own. . . .A formal part of the deal is that both the 
UFT and the NYCDOE expressly agree not to try to put a thumb on 
the scale.”
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Alignment with the Administrators’ Bonus Program. To maxi-
mize SPBP’s chance to be successful, leaders felt strongly that princi-
pals had to support it. As a result, program guidelines dictated that, 
in addition to the requisite agreement of 55 percent of the staff to par-
ticipate, the school’s principal also had to concur. To enhance princi-
pals’ commitments to SPBP, NYCDOE designed a targeted incentive 
for them. The department hoped that linking SPBP to a bonus for 
principals and assistant principals would give administrators even more 
incentive to work with teachers to raise test scores.

Even prior to SPBP, New York City principals had a financial 
incentive program. As a result of an agreement between NYCDOE 
and the Council of School Supervisors and Administrators (CSA),25

principals whose Progress Report scores are in the top 20 percent city-
wide among all public schools are eligible for a $25,000 bonus (assis-
tant principals are eligible for one-half that amount). Unlike SPBP, this 
program is competitive; only a small number of administrators (those 
whose scores are in the top 20 percent) earn the bonus. According to a 
NYCDOE official, since few principals are likely to earn the $25,000 
bonus,

[we] realized that principals who were in schools where people 
were eligible for [SPBP] bonuses had no stake in the program. 
We needed to make sure that the principal bonus plan and the 
teacher bonus plan dovetail. We couldn’t have a situation where 
teachers [are] earning a bonus but principals were not. So we cre-
ated a kind of catch-all tier in the principal bonus program so that 
wouldn’t happen. We came up with a mechanism to make sure 
[principals] got a bonus if the teachers got a bonus.

That mechanism was to award $7,000 to principals in schools 
that received the full SPBP bonus and $3,500 to principals in schools 
that received one-half the SPBP bonus. Assistant principals earned one-
half the amount awarded to principals in both cases. Administrators 
who qualified for both the CSA and the SPBP bonus in one year only 

25 CSA bargains collectively for New York City’s principals, assistant principals, supervisors, 
and education administrators. 
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received the CSA bonus. According to UFT, “That [arrangement] gives 
[principals] an incentive to want to see the [SPBP] succeed.”

Implementation Timeline

Figure 2.2 illustrates the timeline for SPBP implementation during 
its three-year existence. In year  1, the program was announced in  
October, and schools were asked to vote to participate in November 
and December 2007. Following a series of training sessions in April 
and May 2008, CCs were then asked to meet and submit a distribution 
plan to NYCDOE in spring 2008. In fall 2008 (the subsequent school 
year), year 1 Progress Report grades and bonuses for elementary, K–8, 
and middle schools were announced. In November, the high school 
Progress Report grades and bonuses were announced.

In year 2, schools were notified about the program at the start of 
the school year and were required to vote in September 2008. In Janu-
ary and February 2009, NYCDOE and UFT also held meetings for 
CC members to disseminate information about the Progress Report 
criteria. Following a series of training sessions in April and May, CCs 
were asked to meet and submit a distribution plan by the end of May 
2009. In fall 2009 (the subsequent school year), year 2 bonuses were 
announced for elementary, K–8, and middle schools. In November, the 
high school bonuses were announced. In year 3, schools were notified 
and required to vote at the start of the year. Program leaders believed 
that, because no new schools were participating, they did not need 
to hold additional meetings at the start of the school year. Leaders 
believed most schools were fairly well oriented to the program and the 
Progress Report system. In early May, leaders once again invited CC 
members to attend informational meetings and submit their distribu-
tion plans by the end of May (some follow-up occurred in early June). 
The year 3 leaders delayed the announcement of bonuses for elemen-
tary, K–8, middle, and high schools until January 2011.

In year 1 (2007–2008), 427 high-needs schools were identified 
for the program.26 Originally, a phased rollout was planned, but this 

26 Fryer (2011) reports that 430 schools were initially identified for the study. However, 
there was considerable ambiguity about the schools in the documents we received from 
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Figure 2.2
Timeline of SPBP Implementation
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never occurred. Instead, a lottery was used to invite about one-half of 
the identified schools to participate in SPBP. Roland Fryer, Harvard 
University Professor of Economics and former Chief Equality Officer 
with NYCDOE (2007–2008), was responsible for the selection and 
random assignment process. Lottery selection process files provided by 
NYCDOE identified the schools participating in the lottery assign-
ment process. According to those files, 25 of the high schools identified 
as high-needs schools were removed from the list prior to the lottery.27

Initially, the department used a random-number generator to select a 
sample of the remaining 402 for invitations to participate in the pro-
gram. When several of the schools declined the invitation to participate 
in the program, a second small sample of schools was selected to receive 
invitations to participate in SPBP from the sample of schools originally 
assigned to control.28 The two-stage lottery thus netted a total of 234 
invitations to randomly selected high-needs schools, while 168 others 
were not selected.

In these schools, 55 percent of the UFT-represented staff had 
to agree to participate in SPBP. Thirty-two schools that were invited 
to participate in SPBP voted not to participate during year 1 (2007–
2008), and three schools withdrew, two after initially voting in favor 

NYCDOE. The department confirmed that 402 schools were randomly selected in the lot-
tery, and reports suggest that 25 were removed prior to randomization, for a total of 427 
schools initially identified. Our sample includes 234 schools that were randomly selected to 
receive an invitation to SPBP and 168 schools that were randomly selected for the control 
group. The sample included one school that was randomized to receive an invitation to SPBP 
but that was not included in the sample used in Fryer (2011). We received confirmation from 
NYCDOE that the school took part in the lottery and was assigned to the SPBP group. Simi-
larly, our sample includes five schools that NYCDOE confirmed as taking part in the lottery 
and being assigned to control but that were not part of the sample used in Fryer (2011). 
27 We have very limited information on school removal decisions and cannot explain the 
exact reasons for the removal of these 25 schools from the initial list.
28 Data from the district and the Fryer (2011) report both indicate that 21 schools were 
selected for the second sample, which implies that 213 schools received the initial invitations 
to participate in SPBP. However, we have no data specifically identifying the schools in the 
initial sample, and Fryer (2011) suggests that only 212 schools were in the original sample 
selected for SPBP. As noted above, our sample includes one additional school in the sample 
chosen by lottery to receive an invitation to participate in SPBP, which is consistent with the 
discrepancy between the sample sizes for the original samples.
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of participation and one that could not reach a consensus vote and was 
therefore excluded. In the end, 199 of the schools selected by the lottery 
participated in SPBP in year 1.

According to the lottery selection files, eight schools (mostly spe-
cial education schools) not included in the lottery were also invited to 
participate in SPBP. Six of these schools participated, and two did not. 
The final total of schools participating in the program in year 1 was 
thus 205.

In year  2 (2008–2009), 198 schools participated. Four schools 
dropped out of the program because they failed to vote or voted not 
to participate; four schools were closed (all from the sample of schools 
selected by lottery to receive an invitation to participiate in SPBP); and 
one control school was enrolled in the program per negotiations with 
that school, reflecting a net loss of seven schools from year 1 to year 2. 
In year 3 (2009–2010), an additional two schools (again both from the 
initial lottery-chosen set) voted not to participate in the program, with 
196 schools continuing to participate. Figure 2.3 shows how schools 
got into the program and how the number of participating schools 
changed over time. Table  2.1 shows participating schools by school 
type and year. 29

Bonus Results

In year 1, 62 percent of participating schools won bonuses (full or half). 
High schools and schools with both middle and high grades were the 
most likely to win full or partial bonuses (89 percent did), while only 
40 percent of middle schools won a bonus in year 1. Of the 31 schools 
that won partial bonuses in year 1, 20 (65 percent) attained this by 
meeting 75 percent of their Progress Report targets and 11 (35 percent) 
by earning consecutive A grades.

29 Table 2.1 lists transfer schools as a separate category. Transfer schools are small, academi-
cally rigorous, full-time high schools designed to reengage students who are behind in high 
school or have dropped out. See NYCDOE, 2011a, for details.



44    A Big Apple for Educators

Figure 2.3
SPBP Assignment and Participation by Year
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The number of schools winning bonuses increased in year 2, par-
ticularly in schools serving lower grades.30 In year 2, 84 percent of par-
ticipating schools won bonuses (full or half). Almost all the elementary 
(91 percent), middle (95 percent), and K–8 (86 percent) schools won 
full or partial bonuses. In contrast, 59 percent of high schools won 
full or partial bonuses. In year 2, all schools winning partial bonuses 
did so by meeting 75 percent of their Progress Report targets (i.e., the 
A-A rule was not invoked). In year 3, far fewer schools won bonuses 
than in the first two years of the program, largely because of changes 
in state proficiency standards. Just 26 schools (about 13 percent of all 
participating schools) won bonuses. High schools and schools with 
both middle and high grades fared somewhat better than other types of 
schools, with 35 percent and 38 percent, respectively, winning bonuses. 
Only 11 percent of elementary schools and no middle schools won 
bonuses. Table 2.2 summarizes all these results.

30 This reflects the dramatic increase in the overall Progress Report scores that schools 
throughout the district received as the result of an unexpected increase in state test scores 
statewide. In fact, 97 percent of New York City’s elementary and middle schools earned an A 
or B, while only two schools earned an F; grades fell for 40 of the 1,058 schools graded. As a 
result of these increases, the state decided to raise proficiency standards.

Table 2.1
SPBP School Participation by School Type and Year

School Type

Year 1 
(2007–2008)

Year 2 
(2008–2009)

Year 3 
(2009–2010)

N % N % N %

Elementary School 96 47 92 46 91 46

Middle School (MS) 40 19 39 20 39 20

high School (hS) 35 17 34 17 34 17

K–8 22 11 21 11 21 11

hS/MS 9 4 9 5 8 4

Transfer School 3 1 3 2 3 2

Total 205 198 196
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Table 2.2
SPBP Bonus Results by School Type and Year

School Type

Year 1 
(2007–2008)

Year 2 
(2008–2009)

Year 3 
(2009–2010)

Won  
full  

bonus

Won  
partial 
bonus

Did not  
win  

bonus

Won  
full  

bonus

Won  
partial 
bonus

Did not  
win  

bonus

Won  
full  

bonus

Won  
partial 
bonus

Did not  
win  

bonus

No. % No. % No. % No. % No. % No. % No. % No. % No. %

Elementary 39 40 19 20 38 40 80 87 4 4 8 9 10 11 0 0 81 89

Middle (MS) 12 30 4 10 24 60 37 95 0 0 2 5 0 0 0 0 39 100

high (hS) 30 86 1 3 4 11 17 50 3 9 14 41 12 35 0 0 22 65

K–8 9 41 4 18 9 41 17 81 1 5 3 14 1 5 0 0 20 95

hS/MS 5 56 3 33 1 11 5 56 0 0 4 44 3 38 0 0 5 63

Transfer 1 33 0 0 2 67 2 67 0 0 1 33 0 0 0 0 3 100

Total 96 47 31 15 78 38 158 80 8 4 32 16 26 13 0 0 170 87
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As Table 2.3 illustrates, the amount of SPBP bonus funds awarded 
increased from year 1 to year 2. In total, more than $20 million were 
awarded to schools in year 1 and more than $30 million in year 2. 
Because so few schools won bonuses in year 3, a little over $4 million 
were awarded in this year.

Summary

Although pay-for-performance programs are not new to the education 
sector, they have become increasingly popular in recent years because of 
new high-stakes accountability policies and new political and financial 
support. These programs vary along several dimensions, including the 
unit of accountability, the incentive structure, the criteria for awarding 
bonuses, performance standards and thresholds, size of bonuses, dis-
tribution methods, and payout frequencies. Past research finds mixed 
evidence of the motivational effects of school-based bonus programs 
and indicates that motivation is often mediated by perceptions of fair-
ness and the size of the bonus. Research is also inconclusive about the 
effects of performance-based incentives on staff collaboration, and 
some of the broader accountability literature suggests some potential 
desirable and undesirable effects on classroom practices. There is also 

Table 2.3
Total SPBP Bonuses Awarded, by School Type and Year 
(actual $)

School Type
Year 1 

(2007–2008)
Year 2 

(2008–2009)
Year 3 

(20079–2010)

Elementary 9,640,500 17,353,500 1,741,666

Middle (MS) 2,797,500 6,441,000 0

high (hS) and transfer 6,066,000 3,106,500 1,548,103

K–8 1,810,500 3,328,500 84,000

hS/MS 492,000 399,000 784,595

Total 20,806,500 30,628,500 4,158,364
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limited and mixed research evidence on how these programs affect stu-
dent achievement.

The New York City SPBP was a school-based performance-pay 
program. Each school required 55-percent approval of its UFT-repre-
sented staff members to participate in the program. A school could earn 
a bonus of up to $3,000 for each of its full-time UFT-represented staff 
members if the school met its annual performance target, as defined by 
the NYCDOE accountability program. SPBP required participating 
schools to establish a four-person CC to determine how to distribute 
the bonus to staff members. The committee was made up of the prin-
cipal, a member designated by the principal, and two UFT-represented 
staff members elected by their peers.

SPBP represented a partnership between NYCDOE and UFT and 
a blending of their different perspectives and theories of action regard-
ing incentive pay. The primary goal of the program was to improve 
student achievement. The hypothesized mechanisms for achieving 
that goal included offering individual bonuses to motivate and reward 
teacher practices and offering incentives tied to school-level perfor-
mance to ensure that staff members worked together toward common 
goals.

Program implementation was truncated in year 1, leaving only a 
few months between the announcement of the program and state test-
ing. In years 1 and 2, the schools were notified and required to vote at 
the start of the year. In year 1, 427 high-needs schools were identified, 
and about one-half of these schools were randomly selected and offered 
the opportunity to participate in SPBP. Ultimately, 205 schools partici-
pated in the program in year 1, 198 schools in the year 2, and 196 in 
year 3. The number of schools receiving bonuses increased dramatically 
over the first two years: 62 percent of participating schools won a bonus 
(full or half) in year  1 and 84 percent in year  2. This translates to 
schools receiving more than $20 million in year 1 and more than $30 
million in year 2. As a result of the recalibrated proficiency cut scores 
for the state test, school grades generally declined across the city in 
year 3, leading to significant decreases in the number of schools receiv-
ing schoolwide bonuses. Only 13 percent of schools received bonuses, 
totaling $4.2 million.
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Research Methods

In this chapter, we describe the research questions and conceptual 
framework guiding our research, along with the methodology we used 
to collect and analyze data on the implementation and effects of SPBP. 
For our analyses on the tests of the program effects on teacher and 
student outcomes we provide an overview of the methods and data 
in this chapter, and provide full details in the relevant chapters and 
appendices.

Research Questions

The evaluation was designed to answer the following questions:1

1. How was the program implemented?
a. What was the level of awareness of, support for, and atti-

tudes about the program?
b. What were the staff members’ attitudes about the financial 

bonuses?

1 After our interactions with the district and initial reviews of the program, we reformu-
lated the questions NYCDOE originally posed to arrive at the specific questions addressed 
in this report. The following were the original questions: What are issues around implemen-
tation and communication that could be improved in future years? To what extent has the 
program affected the interactions between and among teachers, supervisors (e.g., principals), 
and students in participating schools? Has it increased levels of collaboration between super-
visors and teachers? To what extent has the program led to school-level changes (program-
matic, instructional, operational) that might impact student performance? Do participating 
schools perform better on standardized achievement tests and other bonus metrics than non 
participating schools and, if so, by how much? 
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c. What was the nature of communication about and the level 
of understanding of the program?

d. How did the CC function?
e. What were the results of the CC process? How did schools 

decide to distribute the bonus?
f. How did the staff perceive SPBP’s effects on school improve-

ment and on individuals?
2. What were the intermediate outcomes of the program?

a. How did SPBP affect teachers’ self-reported attitudes and 
behaviors?

3. How did the program affect student performance?
a. How did SPBP affect Progress Report scores across all years 

and all the component scores?
b. How did SPBP affect student test scores across years?

Conceptual Framework

To help answer these questions, our study design, data collection, and 
analysis were guided by a conceptual framework (Figure 3.1) grounded 
in the research on performance incentives and the NYCDOE and 
UFT’s implicit theory of action we deduced from the interviews and 
review of documents.

As described in Chapter Two, district and UFT leaders articu-
lated several hypotheses about how SPBP would improve student out-
comes (inner box in Figure 3.1, labeled “SPBP Theory of Action”). 
Some identified the anticipatory effects of a financial incentive, believ-
ing that the possibility of receiving a financial bonus would motivate 
individual staff members to improve their efforts and practices in the 
hopes of maximizing their chances to win the bonus. Others believed 
that winning a financial bonus would improve staff morale, which 
would in turn improve practices and student achievement (the postre-
ceipt effect). Still others hypothesized that tying bonuses to schoolwide 
performance would encourage all staff to work together to achieve that 
reward, and that this improved collaboration would improve school 
and classroom practices, thus directly or indirectly improving stu-
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dent achievement. Finally, some also argued that participation would 
motivate staff to seek and sustain employment at these schools, which 
would provide greater continuity and support for school improvement.

The framework recognizes that NYCDOE and UFT shaped the 
implementation process by selecting participating schools (i.e., the 
lottery or random assignment of schools), developing the measures 
through which schools could earn the bonus (i.e., Progress Report 
scores and targets), disseminating information about the program 
and how it worked, providing technical assistance (e.g., holding ori-
entations, responding to questions and calls) and tools (e.g., Progress 
Report Modeler) to schools, and securing funding for the program. 
Schools also influenced implementation by obtaining votes and sup-
port from staff to participate and by forming committees that met to 
develop distribution plans.

Finally, our framework recognizes that the bonus program, like 
all programs, was embedded in a broader context that could influence 
the program’s implementation and effects. As past research and theory 
suggest, many of these factors can mediate how individuals respond to 

Figure 3.1
Conceptual Framework
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bonuses and affect the hypothesized causal pathways in the theory of 
action. For example, school size could have affected staff responses to 
the program and the effectiveness of the bonus incentive. Individual 
performance would have had a relatively less direct effect on overall 
school performance in larger schools than in smaller schools. As a result, 
it may have been easier for staff in larger schools to “free ride” (i.e., not 
exert any additional effort and still benefit from the bonus), compared 
to smaller schools in which there may be strong incentives that shape 
individual behavior in ways that mirror what might occur under a indi-
vidual-level pay-for-performance program. As past research indicates, 
school leadership and capacity could also affect the level of attention 
paid to the bonus and efforts undertaken to attain it. Staff opinions 
and attitudes are also likely to mediate how individuals respond to 
bonus incentives. For example, staff awareness of the purpose of the 
program, understanding of how performance would be measured, and 
attitudes toward the program (e.g., perception of money as a motivat-
ing factor, perceived fairness of the method for awarding bonuses, per-
ceived attainability of performance targets) could influence whether 
staff would have been motivated by the program and bonus.

Data Collection and Analysis

The evaluation collected a variety of qualitative and quantitative data 
to examine the implementation and effects of SPBP. The major data 
collection and analysis activities we drew on for this report included 
surveys of CC members and teachers; site visits to SPBP schools; inter-
views with representatives from NYCDOE, UFT, funders, and other 
leaders; document reviews; meeting observations; analysis of adminis-
trative data (participation, distribution plans, bonuses); and analysis of 
student achievement in SPBP and control schools. We describe these 
activities in more detail below.

Compensation Committee Survey

To understand perceptions about SPBP program design, implementa-
tion, and effects from the perspective of school staff closely involved 
with the program, we surveyed all members of the CCs in the 198 
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schools participating in the 2008–2009 school year and the 196 schools 
participating in 2009–2010.

Survey Instrument. In developing the survey during year 1, we 
drew on and adapted items from surveys previously administered by 
the RAND Corporation and Vanderbilt University to evaluate per-
formance-pay programs and numerous other educational interventions 
(e.g., surveys administered for the evaluation of the TEEG program 
and the Project on Incentives in Teaching experiment in Nashville, 
Tennessee). We also developed many new items tailored to SPBP spe-
cifics. Colleagues within RAND and Vanderbilt, as well as represen-
tatives of NYCDOE and UFT, reviewed the draft instruments. We 
also pilot tested the draft survey with two principals and three CC 
members from two SPBP schools, and conducted cognitive interviews 
to obtain their feedback on the clarity of the items. The survey was 
revised based on the reviews and analysis of pilot testing. We developed 
two survey formats with equivalent questions: a paper version and an 
online version using SurveyMonkey. The 2010 version of the survey 
was similar to the 2009 version, but with a few adjustments. In some 
cases, new items from the teacher survey were added to the CC survey 
so that we could compare the responses of teachers and CC members 
(e.g., a new school climate measure). In other cases, we added items to 
collect data on domains found to be important in our first year of data 
collection and analysis.

Survey Administration. The 2009 and 2010 surveys were fielded 
in the final months of the school year (between April 30 and July 3 in 
2009 and between May 1 and July 5 in 2010) and were administered 
in two phases. First, committee members attending meetings jointly 
sponsored by NYCDOE and UFT in late April and early May were 
asked to fill out paper versions of the survey during the first 30 minutes 
of the meeting. Completed surveys were collected by RAND staff at 
the meeting, and postage-paid reply envelopes were provided to some 
staff who were unable to complete the survey in the time given.

Later that month, we launched the online version of the survey. 
Because of delays in obtaining email addresses of committee members, 
we sent out notices in two phases. In early May, we sent principals in all 
participating schools email messages with the web link and asked them 
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to fill out the survey if they had not already done so at the meetings. 
Later in the month, NYCDOE staff provided us with a list of email 
addresses for all CC members across the participating schools, and we 
sent out email messages the next day with the web link and a request 
for participation.

All committee members had the option of requesting paper ver-
sions of the survey and, when requested, received the paper surveys and 
postage-paid envelopes in which to return them. Several RAND fol-
low-up email messages were sent encouraging participation. NCYDOE 
and UFT leaders also sent out email messages encouraging participa-
tion.

Response Rates. In 2009, we received CC surveys from 606 
respondents. After cleaning the data (e.g., removing duplicates, ineli-
gibles, respondents from schools that did not participate in SPBP, and 
respondents who left the majority of the survey blank2), there were 
537 respondents, for a total response rate of 68 percent. Among these 
respondents, we were unable to obtain school identifiers for 15.3

A little more than one-half of all respondents were teachers or 
other school staff (58 percent); the remaining respondents were admin-
istrators (127 principals and 95 other administrators; 42 percent over-
all). Judging by NYCDOE records and the assumption that all those 
identifying themselves as principals or other administrators were CSA 
members and all those identifying themselves as teachers and other 
school staff were UFT-represented staff members,4 we obtained surveys 
from 70 percent of all UFT-represented members and 64 percent of all 

2 Because of a miscommunication, the original email inadvertently went out to some non-
participating schools. These “ineligibles” were subsequently removed from all future follow-
up emails.
3 These survey responses were included in the analysis and results reported here but could 
not be factored into school-level response rates. 
4 Although SPBP was designed to include two UFT members, the principal, and a princi-
pal-designee on each committee, not all principals appointed another administrator or CSA 
member, as some may have expected. In fact, the percentage of teachers and other staff (i.e., 
UFT members) among the committee members principals appointed was approximately 30 
percent. This explains why, in the aggregate, the split was not 50-50 and why more UFT 
members than CSA members served on the committees.
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administrators serving on the committees in all participating schools. 
Among all respondents, 169 (31 percent) completed the paper surveys 
at the New York City meetings, and 368 (69 percent) completed sur-
veys online or mailed in paper surveys later. Among all survey results 
received, 185 (34 percent) were hard copies, and the remaining 352 
(66 percent) were generated online.5 As illustrated in Table 3.1, admin-
istrators were much more likely to fill out the survey online.

In 2010, we received surveys from 610 respondents. After remov-
ing duplicates, ineligibles, and respondents who left the majority of 
the survey blank, 561 respondents remained. The total response rate 
was 72 percent. Among them, we were unable to obtain school identi-
fiers for 2 respondents. About 60 percent of the respondents (332) were 

5 Although we found some significant differences in results by survey mode (online rather 
than on paper) and completion scenario (during rather than after a meeting), most of these 
differences disappeared after controlling for respondents’ roles (i.e., administrators or UFT 
members). 

Table 3.1
Profile of Compensation Committee Member Survey Respondents,  
by Role and Mode

 
Respondents Response  

Rate
(%)

Online  
Respondents

Expected Actual N %

2008–2009

Administrators 346 222 64 182 82

UFT Staff 444 312 70 168 54

Total 790a 537b 68 352b 66

2009–2010

Administrators 345 226 66 177 78

UFT Staff 437 332 76 194 58

Total 783c 561b 72 373b 66

a Based on official data reported by schools to nYCDOE via Galaxy data systems. In 
2008–2009, two schools reported only 3 committee members.
b The totals include a few respondents who did not report their roles.
c In 2009–2010, one school reported only 3 committee members.
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teachers or other school staff members, and the remaining 40 percent 
were principals (121) and school administrators (104). The respondents 
represented 76 percent of all UFT-represented members and 66 percent 
of all administrators serving on the committees in the 196 participat-
ing schools. Sixty-six percent (373) of the respondents completed the 
survey online. Similar to 2008–2009, administrators were more likely 
to complete the survey online than were UFT members.

Overall, we obtained responses from at least one committee 
member in the vast majority of participating schools in both years 
(Table  3.2). The respondents for whom we successfully determined 
school identifiers came from 191 schools in both years. It is possible 
that the respondents for whom we did not have sufficient informa-
tion for school identification (15 respondents in 2008–2009 and two 
respondents in 2009–2010) might have included CC members in the 
other seven SPBP participating schools.

Analysis and Reporting. To adjust for potential differences due to 
nonresponse, we created weights so that our responding sample would 
be representative of the population of CC members in the 198 par-
ticipating schools in 2008–2009 and the 196 schools in 2009–2010. 
However, the weighted results differed very little from the unweighted 
results. We have therefore reported the unweighted data in this report.6

In addition, we compared responses of individuals from differ-
ent role groups (e.g., administrators and UFT-represented committee 
members) and from schools with different characteristics (e.g., level, 
size, demographics, bonus receipt). To simplify the presentation, we do 
not report tests of statistical significance here. However, as a general 
rule, we do explicitly discuss only statistically significant differences 
(at p < 0.05) and use the term “significantly” to indicate such differ-

6 The difference between weighted and unweighted results was, on average, less than 0.05. 
Weights were calculated as the product of sampling weight and nonresponse adjustment. 
Because all committee members were contacted for this survey, the sample weight is 1 for 
all cases. The nonresponse adjustment was calculated by dividing the expected number of 
respondents by the actual number of respondents. Because we found significant differences 
in survey results by role but not by such other factors as school level and size, the nonresponse 
adjustment was calculated by role. Because the actual numbers of respondents differed by 
survey question, a nonresponse adjustment was calculated for each question. 
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Table 3.2
Compensation Committee Survey Respondents, by School

Year

Total Schools Schools with

Average 
Respondents  

per School

In  
Population

With  
Identifiable 

Respondentsa
Four 

Respondents
Three  

Respondents
Two 

Respondents
One  

Respondent

N N No. % No. % No. % No. %

2008–2009 198 191 61 32 51b 26 46 24 33 17 2.7

2009–2010 196 191 65 34 68 36 37 19 21c 11 2.9

a 15 and 2 respondents did not provide sufficient information for us to identify their school in 2008–2009 and 2009–2010, 
respectively.
b One of these 51 schools officially reported to the nYCDOE that they had 3 members—so in this case, we obtained responses from 
all members. There was one other school that officially reported to the nYCDOE having only 3 members but we either did not 
receive responses from this school or they are included in the group of respondents who did not provide sufficient information for 
us to identify their school and thus count the total respondents. we are not entirely sure why these two schools did not obtain the 
requisite 4 members.
c One school officially reported that they had 3 members on the Compensation Committee in 2009–2010. Only one committee 
member responded to the survey.
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ences (e.g., saying that administrators were significantly more likely 
than UFT committee members to report). Because the large number of 
comparisons might have increased the probability of finding significant 
differences due to chance, a small percentage of the significant differ-
ences will likely be due to chance rather than to stable or reproduc-
ible differences among the groups. Readers should therefore interpret 
the discussions of significant differences cautiously, especially when the 
magnitudes of the differences are small.

All survey instruments also contained a question at the end for 
respondents to include additional comments or thoughts about SPBP. 
Although these open-ended responses are by no means generalizable, 
we use them here as a secondary source of data and include quotes from 
the responses to help illustrate findings from our other sources of data.

Response percentages were calculated using the number of respon-
dents who answered each survey question. Thus, the total number of 
respondents to a specific survey question may differ from the total 
number of survey respondents. We have simplified tables throughout 
the text to allow easy comparison of results by committee member role 
(i.e., administrators and UFT staff). Please see Appendix A for more 
details about the results.

Teacher Survey

To test whether SPBP had an effect on teachers that might have medi-
ated or been the source of any effects on student achievement, we 
surveyed a sample of teachers in the second year of our study from 
all schools initially selected to participate in SPBP and from eligible 
schools that were not selected.7 The survey also provided informa-
tion about participating teachers’ attitudes and perceptions about the 
program.

Teacher Sample Selection. At each school, we randomly selected 
four teachers of grades and subjects in which students take state tests 
and three teachers of untested grades and subjects. We believed this 

7 The teacher survey sample did not include a District 75 special education school because 
the student population and likely organization and instructional practices in this school were 
very different from those in the other schools in the sample. 
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stratification was important to ensure that we captured perspectives 
of teachers who may have felt different levels of pressure related to 
the Progress Report and bonus systems (i.e., unlike untested teachers, 
state test results for students in tested teacher classrooms directly affect 
schoolwide measures determining bonus receipt). Tested teachers were 
defined as teachers in grades 3–5, teachers of ELA and/or mathemat-
ics in grades 6–8, and high school teachers of any course culminating 
in a Regents Exam. All other teachers were classified as untested. For 
schools that had fewer than four tested teachers or fewer than three 
untested teachers, we selected all teachers from that category. In total, 
we sampled 2,692 teachers.

Survey Instrument. We developed two versions of the survey: One 
was the SPBP version, for teachers teaching in schools participating in 
the program during the 2009–2010 school year, and the other was the 
non-SPBP version, for teachers teaching in schools not participating 
in the program in 2009–2010. Both versions of the survey included 
a common set of questions covering instructional practices, data use, 
professional development, collaboration, school climate, accountabil-
ity, and other areas. Additionally, the SPBP survey included questions 
measuring teachers’ attitudes and perceptions concerning the program. 
As with the CC survey, we developed original items and adapted items 
from past surveys administered by RAND and Vanderbilt Univer-
sity to evaluate performance-pay programs and other interventions, 
including surveys for evaluations of the TEEG program; the Project 
on Incentive in Teaching experiment in Nashville, Tennessee; and the 
Round Rock Pilot Program on Team Incentives. Colleagues at RAND, 
as well as representatives of NYCDOE and UFT, reviewed the draft 
instruments. In addition, we pilot tested the survey with seven teach-
ers, including four from schools participating in SPBP in 2009–2010 
and three from other schools, and conducted cognitive interviews with 
each of the seven teachers to elicit feedback. Of these seven teachers, 
three taught in elementary schools, two taught in middle schools, and 
two taught in high schools. We used the feedback from the reviews and 
cognitive interviews to revise the survey.

Survey Administration. The survey was administered between 
March 15, 2010 and July 2, 2010. Teachers received an introductory 
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email on March 15 with a link to our online version of the survey. 
The online survey was created by RAND’s Multimode Interviewing 
Capability group and was based on the research team’s original paper 
version. Nonresponders were sent a series of reminders, including two 
follow-up emails, followed by a mailed letter including the URL of the 
survey and a password for the individual respondent, and finally a hard-
copy version of the survey with a postage-paid return envelope sent via 
Federal Express. NCYDOE and UFT leaders also sent out email mes-
sages encouraging participation. RAND administered the survey and 
follow-up emails and provided technical assistance to survey respon-
dents through a toll-free telephone hotline. RAND’s Survey Research 
Group handled the mailing of hardcopy versions of the survey. After 
completing their surveys, all respondents received a $25 Amazon.com 
gift card.

Populations and Response Rates. The teacher surveys supported 
two distinct sets of analyses, and we relied on slightly different groups 
of school populations for these two analyses. The first, presented in 
Chapters Four, Five, and Six, describes the experiences of teachers 
from the 196 schools that participated in SPBP during the 2009–2010 
school year. These analyses relied on items that were common to both 
survey instruments and on those included only on the SPBP form. 
The second set, presented in Chapter Eight, estimates the program’s 
effects on teacher behaviors, perceptions, and attitudes. The popula-
tion of interest here was teachers in the 402 schools (234 assigned to 
SPBP and 168 assigned to control) that participated in the lottery. 
Because this analysis compares SPBP with control schools, it uses only 
items common to both survey instruments. There is overlap between 
the populations for the two sets of analyses, but the sample of SPBP-
assigned and SPBP-participating schools are not the same because, as 
shown in Figure 2.1, only a subset of schools invited to participate 
in the program did participate, and only a small set of schools were 
invited to participate in the program outside the lottery process. More-
over, not every school in either group was included in the sampling 
frame for either analysis.

Figure 3.2 shows these school populations and samples for the 
teacher survey analyses to clarify the overlap or lack of overlap of these 
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groups. The 234 schools at the top, inside the rectangle outlined in a 
solid black line, represent the schools assigned through the lottery to 
receive an invitation to participate in SPBP. This is the population of 
schools for the SPBP effects analysis presented in Chapter Eight. The 
168 schools at the bottom, inside the rectangle outlined in a solid gray 
line, represent schools that the lottery determined would not receive 
an invitation to participate in the program. This is the population of 
control schools for the SPBP effects analysis in Chapter Eight. Schools 
within the rectangle outlined by the dashed black line are schools that 
received the survey. These include 230 of the 234 SPBP schools, 162 of 
the 168 control schools, and 5 schools invited to participate in SPBP 
outside the lottery process. Schools within this rectangle in light gray 
circles did not participate in SPBP in 2010 and received the non-SPBP 
survey form.

Even though some schools were assigned to SPBP and would be 
part of the SPBP-assigned group in analyses, they received the non-
SPBP form because they did not participate in SPBP in 2010. This does 
not affect the SPBP effect analysis in Chapter Eight because, as noted 
previously, the items used in that study were common across forms. 
The 196 schools in the rectangle outlined with the gray dashed line are 
those participating in SPBP in 2010. Of these, 195 received surveys and, 
since they were participating in SPBP, they received the SPBP form and 
are represented by dark gray circles. The weighted responses from these 
teachers are used in Chapters Four, Five, and Six to describe the expe-
riences of SPBP teachers. Table 3.3 summarizes the survey response 
rates for the teachers surveyed for the SPBP effects analysis in Chapter 
Eight. Of the 390 schools included in the survey sample, the school-
level response rate is roughly 100 percent for schools selected for SPBP 
and 99 percent for the control schools. The sample excluded four SPBP 
schools that closed, two SPBP schools, and six control schools that 
were mistakenly left off the list. The overall teacher-level response rate 
was 57 percent. The teacher-level response rates were 59 percent and 
55 percent for the SPBP and control groups, respectively. To account 
for possible differential nonresponse between SPBP and other teachers, 
we controlled for available information on teachers and schools in our 
tests of program effects on survey responses.
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Figure 3.2
SPBP Teacher Survey Populations and Samples Used in the Analyses
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For the analyses of teacher experiences in the 196 schools partici-
pating in SPBP in 2009–2010 (findings presented in Chapters Four, 
Five, and Six), we received teacher responses from 100 percent of the 195 
schools surveyed. One special education school was excluded because 
of its unique student population. For this sample of schools and teach-
ers, we received responses from 817 teachers, representing 60 percent 
of the sample. Survey responses were weighted to account for teacher 
differential nonresponse across observed teacher and school charac-
teristics, including whether or not the teacher taught a tested grade; 
school level or type (e.g., elementary, middle, K–8 or high schools); 
school-level aggregates of student characteristics, including race and/or 
ethnicity, free and reduced price meal status, ELL status, and special 
education status; and ELA or mathematics achievement.

It is worth noting that there may be some overlap in the survey 
samples of teachers and CC members in 2010; however, we believe that 
number to be quite small. On the teacher survey, 7 percent of teachers 
reported serving on the CC in 2009–2010. We do not know how many 
of them also filled out the CC survey. Yet, even if it were 100 percent, 
very few individuals would have filled out both surveys.

Analysis and Reporting. We conducted two sets of analyses on 
the teacher survey results. The goal of the first was to examine how 

Table 3.3
Overall Teacher Response Rates and Teacher Levels for Schools in the 
Lottery Process

School

Teacher

Treatment Control

Treatment Control Tested Untested Tested Untested

Total number

Fielded 228 162 896 670 637 475

responded 227 160 544 379 351 258

percent 61 57 55 54

percentage 
responding 100 99 59 55
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SPBP affected teachers (referred to as the effect-of-treatment analysis). 
A simple estimate of that effect is the difference in reported attitudes 
and behaviors for teachers in participating schools and those in eligible 
schools not participating. Ideally this approach would allow us to infer 
how much teachers’ reported practices and attitudes would differ if 
their schools had or had not participated in SPBP.

However, as discussed in greater detail in Chapter Two, our analysis 
faced two challenges: schools’ ability to select whether to participate in 
SPBP and the fact that some schools joined SPBP without being ran-
domly assigned. Schools that did not follow their lottery assignments 
might differ systematically from other schools in the sample in ways 
that are related to measures of teacher attitudes and behaviors. Rather 
than use a simple analytical approach and risk unknown errors, we 
implemented a common alternative approach used for estimating treat-
ment effects in randomized control trials, the “intent-to-treat” (ITT) 
analysis (Shadish, Cook, and Campbell, 2001). An ITT compares the 
average outcomes of schools assigned by lottery to SPBP, regardless of 
whether the school participated in the program in a particular school 
year, to the average outcomes for schools that were not selected by the 
lottery process to SPBP, regardless of whether the school participated in 
SPBP in a particular school year.

In total, teachers in SPBP and control schools completed over 80 
common questions. We created 14 scales out of those common ques-
tions and conducted the effect of treatment analysis on the scale scores 
and 23 individual items that did not group into any scales.

For the effect-of-treatment analyses, we estimated the effects of 
participating in SPBP using 14 scales and 23 items.8 We conducted 
a two-level mixed-effects hierarchical modeling analysis on the 14 
scale scores and ordered logistic or logistic regression analysis, with 
robust standard errors, on the 23 items. Given the increased likeli-
hood of finding a spurious significant treatment effect when the true 
effects are all null with multiple statistical tests, we used the Benjamini 
and Hochberg (1985) method to adjust for multiple comparisons. All 
models included an indicator for SPBP participation and controlled 

8 See Chapter Eight for the details.
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for tested group, school grade level, and school-level demographic vari-
ables. School demographic variables included enrollment, percentage 
of ELL, percentage of students eligible for an individual education pro-
gram, percentage of black and Hispanic students, and percentage of 
economically disadvantaged students. The model included these vari-
ables to account for potential differences between schools assigned to 
SPBP or and other schools that are due to chance variation from ran-
domization or survey nonresponse. Details of the model specification 
are in Chapter Eight and Appendix E. The results of these analyses are 
presented in Chapter Eight. Appendix F contains more-detailed results 
of the effect from the treatment analysis.

The goal of the second set of analyses was to understand the 
responses of teachers in SPBP schools to the program. For this, the 
SPBP-participant-only analysis, we analyzed teachers’ responses to the 
items that were unique to teachers in SPBP schools. We created weights 
so that our responding sample would be representative of the popula-
tion of all classroom teachers in the SPBP schools. These results are 
presented in Chapters Four, Five, and Six. More detailed results are in 
Appendix B.

Student Achievement Data and Analysis

The purpose of the student achievement analysis was to determine 
whether a school’s SPBP participation meant that students enrolled 
in the school would have higher achievement scores than they would 
had the school not participated. We compared the test scores of stu-
dents enrolled in schools invited to participate in SPBP with those for 
a comparable set of students and schools eligible for but not invited to 
participate in the program. The lottery selection process Roland Fryer 
implemented for NYCDOE helped ensure that the characteristics of 
both sets of schools were comparable. Further details of the data and 
analysis are provided in Chapter Seven.

Data. The analysis of how SPBP affected Progress Report scores 
and student test results required school-level and student-level data, 
including student characteristics and test scores. The former relied on 
the school-level data, while latter relied on both sets of data to iden-
tify and analyze test results for the students enrolled during the school 
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year just prior to SPBP and the three years of the program (i.e., the 
2006–2007, 2007–2008, 2008–2009, and/or 2009–2010 school years) 
in schools entered into the SPBP lottery in fall 2007.

School-Level Data. NYCDOE provided a series of files with data 
on school characteristics for the four school years of interest. These files 
contained demographic information on the students enrolled in each 
school, including student attendance rates, total student enrollment, 
and disciplinary incidents. The files also contained adequate yearly 
progress (AYP) status and ratings the school received under the State 
of New York’s accountability program under No Child Left Behind 
(NCLB). To study the effects of SPBP on the Progress Reports, we 
downloaded all the relevant Progress Report scores and grades and the 
component scores and grades from NYCDOE website.9 We obtained 
the data for the three program years and for the 2006–2007 year to uses 
for a baseline comparison of the SPBP assigned and control schools.

Student-Level Data. In addition to the school-level data, analysis 
of student test scores required additional data on student characteristics 
and student test scores. NYCDOE provided two types of student-level 
data files: student biographical information and student achievement 
test scores. The student biographical files contained information on 
the universe of students enrolled in New York City public schools by 
school year and the school and grade in which a student was registered 
by semester. The biographical files also contained student background 
information, including gender, race and/or ethnicity, and participation 
in special education services and ELL programs, and eligibility for free 
or reduced priced school lunches. Both the biographical and achieve-
ment data files include a unique, longitudinally consistent identifier for 
each student. This meant that records on the same student could be 
linked across multiple schools and times and to records contained in 
separate data files.

9 We downloaded the official results for elementary, middle, high, and transfer schools for 
the 2006–2007, 2007–2008, and 2008–2009 school years from the “Prior Year Progress” 
page on the NYCDOE website on February 26, 2011, and results for the 2009–2010 school 
year from “Progress Report” page on the same date. The school demographic information 
on the latter spreadsheet was incomplete and appeared to be preliminary. Hence, our results 
may not reflect the calculations in the final report.
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The student test score files contained results for the universe of 
students enrolled in elementary, middle, and K–8 schools. NYCDOE 
also provided a similar set of files for high school students. For grades 
3 through 8, the student files contained scores from the State of New 
York’s mathematics and ELA assessments administered during the 
year just prior to SPBP and during the three years of the program. 
The high school student test files contained scores from the Regents 
Exams, Regents Competency Tests, Regents Portfolio Assessment, and 
approved alternative examinations for the year just prior to SPBP and 
the first two years of the program. Because of the timing of the release 
of the high school data for year 3, we were unable to include analyses of 
high school student achievement for that year (2009–2010).

Basic Analytic Approach. Similar to our approach for the teacher 
surveys, we used an ITT analysis to estimate the SPBP effect on stu-
dent achievement. Again, a simple estimate of that effect is the differ-
ence between the average test score for students enrolled in partici-
pating schools and that for students enrolled in eligible schools not 
participating. Ideally, this approach would allow us to infer how much 
average student’s test scores would differ, depending on whether their 
schools did or did not participate in SPBP. However, the various adjust-
ments made to lottery assignments posed potential challenges to such 
an analysis. Rather than risk unknown errors, we implemented the 
ITT approach, comparing the average Progress Report scores and test 
scores of students enrolled in schools that were assigned by lottery to 
SPBP, regardless of whether the school participated in the program 
in a particular school year, to the average outcomes for schools that 
the lottery process did not designate for SPBP, regardless of whether 
the school participated in SPBP in a particular school year. Additional 
details on the data and the statistical methods used to estimate the 
effects are in Chapter Seven.

School Case-Study Visits

To gain a more in-depth understanding of SPBP and staff experiences 
with the three years of the program, we conducted site visits to 14 
schools, including seven in spring 2009 and seven in spring 2010. In 
these visits, researchers examined how individual schools implemented 
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the program (by asking questions about the current year and retrospec-
tive questions about previous program years) and inquired about staff 
perceptions of how the program was working and affecting them.

Sample Selection. In each study year, we selected seven schools 
that varied in basic school and student characteristics (school level, stu-
dent enrollment, borough, student achievement, and student demo-
graphics) and the schools’ experiences with SPBP. More specifically, the 
primary selection variables included

•	 School	level. In the first study year, our sampling frame included 
three elementary, two middle, and two high schools. In the second 
year, we included four elementary, one middle, and two high 
schools. Given our small sample size, we excluded K–8 schools 
and schools with nonstandard grade configurations.

•	 Receipt	 of	 bonus. In the first study year, we sought to include 
schools that received the full bonus, partial bonus, and no bonus 
in year 1. (Note that, in the process of recruitment, we ended up 
with slightly fewer schools that won the full bonus than we had 
initially targeted.) In the second study year, we were interested in 
how patterns over time in whether a school won the bonus affected 
implementation in the school. For example, if a school lost the 
bonus two years in a row, did teachers in the school emphasize 
the program less? We therefore attempted to select schools that 
had a variety of experiences in terms of winning or not winning 
the bonus over time.

•	 Previous	year’s	distribution	plan. We analyzed data from NYCDOE 
to identify three categories of the previous year’s plans: no differ-
entiation, differentiation across job titles but not within job titles, 
and bonus differentiation within job titles. In selecting schools 
with bonuses that differentiated within job titles, we purposefully 
chose schools that exhibited the highest level of differentiation, 
paying particular attention to the number of bonus levels, the 
number of staff members at each level, and the extent to which 
staff within a job title received different bonus amounts. This 
strategy allowed us to obtain detailed information on schools that 
used highly differentiated distribution models and learn more 
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about the criteria schools used to decide to award certain staff 
members more or less of the bonus.

•	 Participation	 in	 the	program. In the first study year, our sample 
included one of the three schools that had participated in year 1 
and then dropped out of the program in year 2. In the second 
study year, our sample included only schools that were still par-
ticipating in the program after three years.

Each year, after selecting an initial sample of schools using a 
combination of purposeful sampling and randomization techniques, 
we examined how representative this sample was in terms of a set of 
Secondary Selection Variables: Student Enrollment, Borough (Man-
hattan, Brooklyn, Bronx, Queens, and Staten Island), and 2007–2008 
Progress Report Grade (A, B, C, D, or F). For each of the seven schools 
we initially selected each year, we also identified a backup school that 
mirrored the key characteristics (for a total of 14 schools) and that 
could have been recruited if the primary school had declined to par-
ticipate.

In the first study year, although we initially contacted 14 schools 
to participate in the case studies, refusals and lack of response led us to 
contact an additional four schools, for a total of 18 schools. We finally 
recruited the seven schools for our case studies. In the second year, we 
once again ended up contacting 18 schools before recruiting the seven 
schools to participate in the case studies.10 Table 3.4 summarizes the 
case-study samples by year according to the sampling criteria.

Tables 3.5 and 3.6 show how our case-study samples compared 
with the total population of participating schools. We compared the 

10 Although the refusal rate was quite high, we are not concerned that the sample we ended 
up with either year was biased in any particular direction. In the first study year, delays in 
starting the evaluation left very little time between the beginning of recruiting and the time 
we needed to begin site visits. We were not surprised that so many schools were reluctant to 
have us visit when we were giving them only a few weeks advance notice. Although at least 
one school we targeted because of its highly differentiated distribution plan from the first 
program year declined our request, the others did not indicate any consistent reason for their 
refusal. In some cases, we simply never heard back after making multiple calls. In other cases, 
the person contacted indicated that the timing at the end of the year was too difficult for a 
visit.
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Table 3.4
Summary of Case Study School Characteristics,  
by Selection Criteria and Year

Variable

Case Study 
Schools

2009 2010

School level

Elementary 3 4

Middle 2 1

high 2 2

receipt of bonus

Full bonus in 2007–2008 2 n/A

partial bonus in 2007–2008 1 n/A

no bonus in 2007–2008 4 n/A

Full bonus in 2007–2008; full bonus in 2008–09 n/A 3

Full bonus in 2007–2008; no bonus in 2008–09 n/A 1

partial bonus in 2007–2008; full bonus in 2008–09 n/A 2

no bonus in 2007–2008; full bonus in 2008–09 n/A 1

previous year’s distribution plan

no bonus differentiation in prior year 2 1

Differentiation across but not within job titles in prior year 1 0

Differentiation within job titles in prior year 4 6

SpBp participation in year of visit

participated in program in year of visit 6 7

Did not participate in program in year of visit 1 0

year 2 case-study schools to all schools participating in year 2 (even 
though one of our case-study schools dropped out of the program in 
year 2) and compared year 3 case-study schools to all schools partici-
pating in year 3. Given our small samples and the choice to oversample 
schools with highly differentiated bonus distribution models, we nei-
ther aimed nor expected to obtain a strictly representative sample of the 
total population of participating schools. Nevertheless, Tables 3.5 and 
3.6 demonstrate that our samples did capture variations in the charac-
teristics and experiences of SPBP schools.
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Table 3.5
School Characteristics: Comparison of All 2008–2009 Participating Schools 
with Spring 2009 Case Study Schools

Variable

2008–2009 
Participating Schools 

(N=198)

Spring 2009 
Case Study Schools 

(N=7)

Number Percent Number Percent

School level

Elementary 92 46 3 43

Middle 39 20 2 29

K–8 21 11 0 0

high 34 17 2 29

MS/hS 9 5 0 0

Transfer 3 2 0 0

Bonus result (2007–2008)

Schools that

received the full bonus 92 46 2 29

received the partial bonus 30 15 1 14

Did not receive a bonus 76 38 4 57

Bonus distribution plan (2007–2008)a

Schools with

no bonus differentiation 31 16 2 29

Bonus differentiation across  
job titles but not within  
job titles 44 22 1 14

Bonus differentiation within  
job titles 123 62 4 57

Borough schools

The Bronx 79 40 4 57

Brooklyn 64 32 1 14

Manhattan 42 21 1 14

Queens 11 6 1 14

Staten Island 2 1 0 0
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Variable

2008–2009 
Participating Schools 

(N=198)

Spring 2009 
Case Study Schools 

(N=7)

Number Percent Number Percent

Student characteristics, 2007–2008 
averagesa

Enrollment 642 592

Black or hispanic 96 96

Free and reduced–price lunch 83 83

ELL 19 16

Special education 19 22

progress report grade 
(2007–2008)b

A 63 34 1 14

B 83 44 3 43

C 25 13 2 29

D 14 7 0 0

F 3 2 0 0

a Demographic data were missing for six schools not in our sample. The averages for 
these population variables are based on n=192.
b One case study school did not have a progress report grade. In the population, ten 
schools did not have a progress report. The averages for these population variables 
are therefore based on n=188. 

Table 3.5—Continued

A team of four researchers conducted the visits both years, with 
two researchers visiting each school. Researchers interviewed respon-
dents one on one (with a few exceptions) and used semistructured 
interview protocols that had been developed for each respondent group. 
Interviews ranged from 20 minutes to an hour depending on the type 
of respondent and the individual’s knowledge of the program. We 
asked permission to audio record the interviews, and most interviewees 
agreed to be recorded. All participants were promised anonymity.

Analysis. Following the visits, case-study research teams analyzed 
interview notes and developed detailed analytic memoranda for each 
school visited. The memoranda analyzed interviewee reports along a 
set of dimensions, including year  1 and 2 implementation (level of 
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Table 3.6
School Characteristics: Comparison of All Schools 2009–2010 Participating 
with Spring 2010 Case Study Schools

Variable

2009–2010 
Participating Schools 

(N = 196)

Spring 2010 
Case Study Schools 

(N = 7)

Number Percent Number Percent

School level

Elementary 91 47 4 57

Middle 39 20 1 14

K–8 21 11 0 0

high 34 17 2 29

MS/hS 8 4 0 0

Transfer 3 2 0 0

Bonus result (2007–2008 and 2008–2009)

Schools receiving

Full bonus in years 1 and 2 62 32 3 43

Full bonus in year 1 and  
partial bonus in year 2 4 2 0 0

Full bonus in year 1 and  
no bonus in year 2 26 13 1 14

partial bonus in year 1 and  
full bonus in year 2 25 13 2 29

partial bonus in  
years 1 and 2 2 1 0 0

partial bonus in  
year 1 and no bonus in year 2 3 2 0 0

no bonus in year 1 and  
full bonus in year 2 70 36 1 14

no bonus in year 1 and  
partial bonus in year 2 2 1 0 0

no bonus in years 1 and 2 3 2 0 0

Bonus distribution plan (2008–2009)

Schools with

no bonus differentiation 30 15 1 14

Bonus differentiation across job 
titles but not within job titles 43 22 0 0

Bonus differentiation within job 
titles 123 63 6 86
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Variable

2009–2010 
Participating Schools 

(N = 196)

Spring 2010 
Case Study Schools 

(N = 7)

Number Percent Number Percent

Borough

The Bronx 79 40 5 71

Brooklyn 63 32 2 29

Manhattan 41 21 0 0

Queens 11 6 0 0

Staten Island 2 1 0 0

Student characteristics, 2007–2008 
averages a

Enrollment 646 623

Black or hispanic 96 97

Free– and reduced–price lunch 84 83

ELL 19 17

Special education 19 17

progress report grade (2008–2009)b

A 147 79 5 71

B 21 11 1 14

C 9 5 1 14

D 8 4 0 0

F 1 1 0

a Demographic data were missing for six schools not in our sample. The averages for 
these population variables are based on n=190.
b progress report data were missing for ten schools. The percentages for these 
variables are therefore based on n=186.

Table 3.6—Continued

support for participation, experience of CC members, distribution 
plan, receipt of bonus), communication and technical assistance; data 
and tools, communication to stakeholders; perceived effects (effects 
on staff interactions, effects on recruitment and retention, individual 
affective and behavioral effects), general attitudes and opinions about 
SPBP, and advice for improving the program. The memoranda detailed 
the number and types of individuals reporting various opinions and 
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included verbatim excerpts from the recorded interviews as supporting 
evidence. (Table 3.7 tallies the types of participants overall.) Each year, 
researchers then analyzed the evidence across schools to develop cross-
case themes and findings.

Leader Interviews

To learn more about the history of SPBP, its goals and the mecha-
nisms intended to achieve them, and the perceptions about early suc-
cesses and challenges, we conducted telephone interviews in the first 
study year with representatives from all organizations sponsoring or 
participating in the program. This included leaders from NYCDOE, 
UFT, the Broad Foundation, and the Fund for Public Schools. We 
conducted a total of 13 interviews with 11 individuals, audiotaping 
and transcribing all interviews. We then analyzed the transcripts to 
understand and articulate the history and design of the program and 
its theory of action.

In our second study year, we conducted four follow-up telephone 
interviews with leaders from NYCDOE, UFT, and CSA to learn about 
SPBP year  3, potential changes to the program, perceptions about 
SPBP’s effectiveness, lessons learned, and thoughts about its future.

Document Review

To further examine the history, goals, and early implementation of the 
program, we collected documents from a number of sources, including 
NYCDOE and UFT staff and websites, local newspapers, and online 
news sources. These documents provided useful information about the 
program’s design and how the program was described to participating 
schools and the public and the resulting response.

Meeting Observations

In conjunction with the administration of CC surveys, we observed 
all three NYCDOE and UFT-sponsored spring 2009 meetings for CC 
members and gathered copies of the slides presented. This provided 
useful information on how leaders were communicating about the 
program.
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Table 3.7
Case Study Interviewees, by School and Respondent Group

Respondent Type

Spring 2009 Case Studies Spring 2010 Case Studies

TotalS1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14

principals 1 1 1 1 1 1 1 1 1 1 1 1 1 1 14

Assistant principals 0 1 1 1 1 0 1 0 0 1 1 1 1 1 10

Classroom teachers 5 6 6 5 5 5 5 6 4 6 5 5 4 5 72

non–classroom teachersa 2 0 0 0 0 2 1 0 4 1 2 0 0 0 12

Clinical and student support staffb 1 1 1 2 1 1 1 0 0 0 1 0 1 1 11

Secretaries 1 1 0 0 0 0 1 2 1 0 0 1 0 0 7

paraprofessionals 0 0 0 0 1 0 0 0 0 1 1 2 0 0 5

Total 10 10 9 9 9 9 10 9 10 10 11 10 7 8 131

a These teachers include data specialists, reading and math coaches, and other specialists.
b These personnel includes guidance counselors, social workers, and others.
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Administrative Data and Bonus Distribution Plans

To understand how CCs planned to distribute bonuses among staff 
members, assuming their schools won the bonus,11 we collected and 
analyzed the information CCs reported to NYCDOE in spring 2008, 
2009, and 2010. For each year, the data included the amount allo-
cated to each UFT-represented staff member and the members’ posi-
tion title. The data also contained the school name and unique school 
identification.

For our analyses of how SPBP participation affected student 
achievement, NYCDOE provided a series of files that contained infor-
mation on all schools meeting the criteria to be eligible for SPBP and 
the outcomes of the lotteries it conducted to select the schools it would 
invite to participate in the program. The data also included informa-
tion on the staff votes on participation each year and various anomalies 
in the SPBP lottery and invitation processes.

Timeline of School-Level Data Collection Activities

As Figure 3.3, illustrates, our data collection activities in schools coin-
cided with SPBP years 2 and 3. In the first year of our study (the 2008–
2009 school year, SPBP year 2), the CC survey was administered, and 
case-study visits occurred many months after year  1 bonus results 
were announced but before year 2 results were announced. Both these 
data-collection activities occurred just after state testing in elemen-
tary, middle, and K–8 schools and right around the time of Regents 
testing in high schools but before the announcement of those results. 
In the second study year (the 2009–2010 school year, SPBP year 3), 
the teacher and CC surveys were administered and case-study visits 
occurred many months after year 2 bonus results were announced but 
before year  3 results were announced. These data collection activi-
ties coincided with the administration of state tests but prior to the 
announcement of these results.

Given this timing, our survey and interview questions in some 
cases referred to the previous program year (e.g., Were you satisfied 
with the bonus amount you received from last year’s bonus?) and in 

11 All schools were required to develop such plans before the end of each school year.
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Figure 3.3
Timeline of Data Collection Activities Relative to SPBP Program Timeline

RAND MG1114-3.3
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others focused on the current program year (e.g., If your school wins 
the bonus this year, how will the committee divide up the funding 
among staff?). As illustrated in the figure, our data collection activities 
did not capture staff responses to the results of year 3.

The distribution plans the CCs created were entered into the 
Galaxy system at the end of the school year, generally after respondents 
took the surveys. The plans for distributing awards would be known 
to school staff only in the next school year, after the bonuses were 
awarded.

Study Limitations

Because of limited resources and time constraints, we were unable to 
survey teachers in SPBP and control schools in the first year of the 
evaluation and thus have only one year of teacher data. However the 
research team did collect two years of data from the population of 
CC members (a maximum of four individuals per school) and some 
additional staff members in the case-study schools. Although year 1 
data may not represent the views of all staff members in SPBP schools 
and do not provide insights into non-SPBP schools, they do provide 
important descriptive information from a variety of administrators, 
teachers, and other UFT staff members in almost all SPBP schools. We 
surveyed a random sample of teachers in all SPBP and control schools 
in the second year, which provided more-representative estimates of 
attitudes, activities, behaviors, and perceived effects within and across 
both sets of schools. However, these survey data are not representative 
of nonteaching staff in the schools. Again, resource constraints would 
not allow for a broader survey of all school staff, and opinions from 
nonteachers thus come only from the case studies and, in some cases, 
the CC surveys.

Further, our response rate of 57 percent is another limitation 
on these data. We controlled for possible differential response rates 
on observed characteristics by including such variables in the models 
for testing SPBP effects and by nonresponse weighting in our analysis 
of the teacher populations in SPBP schools. Nonresponse weighting 
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cannot account for differences among respondents and other teachers 
on factors we did not observe, and given the relatively low response 
rate, such differences could result in sizeable biases. We cannot assess 
the potential for such biases. We know the respondents and other 
teachers were generally similar on observed data, but that does neces-
sarily imply similarity on the unobserved factors. Similarly, including 
observed variables in the models testing for SPBP effects can only con-
trol differences among the groups on observable characteristics. Dif-
ferences on unobserved variables could still lead to potential biases in 
our estimated SPBP effects. Since we observed almost no group dif-
ferences, biases due to differential response would need to be masking 
true effects, and the null findings alone should not be taken as evidence 
that there were no SPBP effects. However, as discussed in Chapters 
Four through Seven, the null findings generally are consistent with 
other data from the school staff and our student outcome analyses.

Also, across both sets of surveys, we do not have pre-post mea-
sures of attitudes and practices, and our data measure impressions of 
change post hoc. Such impressions are subject to the halo effect attrib-
utable to receiving or not receiving a bonus. We also acknowledge that 
surveys may not always accurately measure some of the constructs of 
interest in this study, such as instructional practices and motivation, 
but these limitations of surveys should not differ between SPBP and 
other teachers.

Another limitation here is that our analysis of how SPBP affected 
student outcomes relies exclusively on state test scores and does not 
include other individual student-level outcomes, such as attendance and 
discipline. Test scores may capture only a portion of student achieve-
ment and may not measure all valuable outcomes. However, other fac-
tors, such as attendance, discipline, and graduation rates, are included 
in Progress Report scores. Our model for program effects tests for these 
in aggregate on the reports.

It is worth noting one final caveat about interpreting survey and 
interview responses from the study’s final year of data collection. Sur-
veys and school visits in year 3 (2009–2010) took place the year after 
the vast majority of schools won the bonus in year 2. As noted in Chap-
ter Two, in the same year, educators throughout the state were told 
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that the state would be changing cut scores on the state standardized 
achievement tests for 2010–2011.12 This context could have directly 
influenced responses to some of our questions (e.g., perceptions about 
attainability of performance targets and receiving bonuses).

Summary

In summary, this evaluation used a combination of quantitative and 
qualitative methods to examine the following research questions:

1. How was the SPBP program implemented?
2. What were the intermediate outcomes of the program?
3. How did the program affect student performance?

To understand the implementation and perceived effects of the 
program in years 1 through 3, we collected and analyzed data from 
surveys of CC members and teachers in SPBP and control schools; 
interviews in 14 case-study schools; primary documents; administra-
tive data from NYCDOE; and interviews with NYCDOE and UFT 
leaders and funders. To understand the effects of the program on school 
and staff practices, we analyzed survey data from teachers in SPBP and 
control schools. To understand the program effects on student out-
comes and achievement, we analyzed the Progress Report scores and 
student test results and demographic data for participating and control 
schools from the 2006–2007 to 2009–2010 school years.

In the next three chapters, we examine how school-level staff 
implemented and responded to SPBP, including staff attitudes about 
the program and the bonus, the nature of communication about and 
staff understanding of the program, the CC process, distribution plans, 
and perceptions about effects. These three chapters examine important 
factors that may mediate the intended effects of SPBP. 

12 NYCDOE staff communicated with principals and networks throughout the year that 
there would be changes to the cut scores.
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ChApTEr FOUr

Implementation of the Schoolwide Performance 
Bonus Program: Attitudes About and 
Understanding of the Program

With any program, ultimate success is often influenced by the level 
of support for and understanding of the particular program and its 
main components among individuals targeted by or who are expected 
to implement the program. As discussed in Chapter Two, theory and 
research on pay-for-performance programs indicate that how individu-
als respond to bonus incentives and the extent to which the incentives 
provide motivational effects are likely to be influenced by the awareness 
and support for the program’s purposes and components, the perceived 
fairness of the methods for awarding bonuses, the perceived value of 
the bonus, beliefs about whether individual efforts can improve student 
performance to meet program goals, the perceived attainability of the 
performance targets, understandings about how performance will be 
measured, and the criteria for receiving the bonus. Individuals may be 
less inclined to work toward the accountability targets if they lack this 
basic awareness, support, and understanding.

In this chapter, we examine attitudes and understandings that 
may affect responses to the bonus incentive and SPBP overall, starting 
with the reported level of support for the program, then attitudes about 
the bonus, and finally, the level of understanding of the program. In 
the process, we also answer key questions about the implementation of 
the program, including the nature of communication.

As we will illustrate, although staff conveyed high levels of sup-
port for the program and its continuation, they also voiced concerns 
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about particular features of the program. Attitudes about the bonus 
were also mixed. Although the majority of staff reported a strong desire 
to earn a bonus and although most winning the bonus were satisfied 
with the amount, many voiced concerns about the value and salience 
of the bonus. Finally, although most educators we interviewed and sur-
veyed reported that many of the initial problems with communication 
were corrected over time, many misunderstandings about the program 
lingered. Collectively, these findings indicate some conditions that 
were supportive of SPBP and the intended motivational effects, and 
other conditions that were less conducive.

This chapter addresses the following research questions:

1. What were the levels of awareness of, support for, and attitudes 
about the program?
a. What were the overall vote counts in schools?
b. Did school staff support key components of the program?
c. Did they support the criteria and measures used for deter-

mining bonuses?
• Did they support the composition of the CCs?
• Did they support the guidelines for staff eligibility?

d. Did they think the program was fair?
2. What attitudes did staff members have about the financial 

bonuses?
a. Did staff members have a desire to earn the bonus?
b. To what extent were they satisfied with the amount of the 

bonus?
c. How salient was the bonus? How did it rank among other 

possible motivating factors?
d. What was the level of expectancy among staff? Did they feel 

that receiving a bonus was attainable?
3. What were the nature of communication and the level of under-

standing of the program?
a. How did NYCDOE and UFT communicate with schools 

about the program?
b. Did the schools perceive this information to be sufficient?
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c. How well did staff members understand the program, 
including the Progress Report measures used to determine 
the bonus? Did that change over time?

Throughout this chapter (and the subsequent two), we draw 
on CC survey data and from visits to the 14 case-study schools over 
the two years of our study. We also present some results from items 
included in the surveys of SPBP teachers. Whenever relevant, we also 
present impressions from district and UFT leaders interviewed for our 
study. While much of these data focus on year 3, we also include some 
retrospective data about years 1 and 2. We present CC survey data pri-
marily from the third and final year (2009–2010), making note when 
there are significant differences from data collected the prior year. 
Overall, these measures appeared to be quite stable over time, and we 
found very few differences in the responses of CC members in the first 
and second years of the study.

We also present comparisons of survey responses from different 
types of respondents. Although we found no statistically significant 
associations between teacher and CC member responses and student 
demographics (percentage of students who are ELL, black and His-
panic, or eligible for free or reduced-price lunch) or school size (with 
the exception of two items, in which the magnitude of difference was 
very small), we did find some significant differences between admin-
istrators and UFT-represented committee members (hereafter “UFT 
committee members”), respondents at different school levels (elemen-
tary, middle, high), and respondents receiving larger as opposed to 
smaller bonuses. We also present some comparisons of teachers from 
schools that won a full or partial SPBP bonus in year 2 and that did 
not win the bonus.1 These comparisons should, however, be interpreted 
cautiously. The significant associations do not indicate causation. Dif-
ferences between these groups could be a consequence of bonus results 
(e.g., teachers in nonbonus schools may have more-negative attitudes 

1 We do not include comparisons of CC members from bonus and nonbonus schools 
because the number of schools in the latter category was too small to allow detection of sig-
nificant differences among CC members (ranging from one to four individuals per school). 
The larger number of teachers surveyed per school allowed greater statistical power. 
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or may have lacked understanding because they were disappointed 
with the outcome and therefore felt more negative about the program), 
a cause of bonus results (i.e., the negative attitudes or lower level of 
reported understanding of the program caused the school to not win 
the bonus), or neither (e.g., teachers in nonbonus schools would have 
been more negative about these things with or without the program 
and the bonus outcome). Given the data available for this evaluation, 
we cannot determine the nature of the relationships described previ-
ously or present them to clarify differences among schools.

General Attitudes

This section describes staff awareness of and attitudes and opinions 
about SPBP. It provides vote count, survey, and case-study data indi-
cating high levels of support for the program and its continuation and 
some concerns about particular features of the program.

Our Data Provided Mixed Evidence of Staff Awareness of the 
Program: While Most Staff Knew That Their Schools Were 
Participating, SPBP Did Not Appear to Be Central to Staff 
Conversations in Many Schools

In case-study visits, the majority of interviewees were aware of the 
program and their schools’ participation in it. In general, case-study 
respondents reported that SPBP was not on their minds and was rarely 
discussed in school. Some principals were also adamant that they 
did not mention the bonus and did not see it as a motivating tool. 
In other schools, principals who had championed differentiated bonus 
plans reported that they strategically avoided communication about 
the program to minimize potential problems among staff. Some fall-
out among staff did occur in one case-study school after it differenti-
ated the distribution of bonuses in year 1; the principal then purpose-
fully did not communicate about or explicitly discuss SPBP in staff 
meetings in year 2. The principal feared that focusing on the program 
would reignite some of the resentment that staff members who had 
received smaller shares of the bonus the previous year had felt. “I didn’t 
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want to blow any more wind on the embers,” he explained, “For me, 
I needed to let the fire die out and get everyone focused back on what 
is important, which is teaching and learning.” Similarly, the principal 
at a spring 2010 case-study school purposefully avoided communica-
tion to minimize potential tension related to the differentiated plan. In 
fact, many educators in this school reported not knowing about their 
participation in year 3 (this particular school did not take a formal vote 
to participate).

In contrast, other principals appeared to invoke SPBP in meet-
ings as one of many motivating tools, including talk about closure and 
other sanctions. One principal likened his communication about SPBP 
to a method actor trying to identify “whatever the motivation that can 
get you to act” and hoping that his staff could “find something in the 
menu here that resonates” for them.

As illustrated in Figure 4.1, the survey data indicate that CC 
members were much more likely than teachers to communicate with 
colleagues about SPBP. Only 20 percent of teachers said they frequently 

Figure 4.1
Percentage of Teachers and CC Members Agreeing or Strongly Agreeing 
with the Statement “I Frequently Talk with Colleagues in My School About 
the SPBP” (2010)

NOTE: Total number of teacher respondents was 767. Total number of CC respondents 
was 531. The difference between administrator CC members and UFT CC members 
was statistically significant.
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talked with colleagues about SPBP, compared to 44 percent of CC 
members (36 percent of administrator CC members and 49 percent 
of UFT CC members). Given their responsibilities on the committee 
related to administering the program, one would expect CC members 
to talk about the program more frequently than teachers. However, it 
is surprising that 56 percent of CC members reported infrequent to no 
talk. It is also not clear from this survey item whether the content of 
the talk was positive or negative.

Staff Were Generally Supportive of Participating in the Program and 
of Its Continuation

Ninety-eight percent of all schools participating in year 1 voted to par-
ticipate again in year 2. Among the schools for which vote counts were 
available, only a minority of UFT-represented staff appeared to have 
voted against participation. As Table  4.1 illustrates, in almost two-
thirds of the schools that participated in year 2, more than 90 per-
cent of the staff indicated that they wanted their schools to participate. 
The proportion of school-level “yes” votes among schools ranged from 
55 to 100 percent, with an average of 90 percent overall (recall that 
it required a 55 percent yes vote to participate in the program).2 The 
results for year 3 were very similar. Of the 182 schools that we have 
data for, more than 90 percent of staff voted to participate in almost 
two-thirds of the schools.

2 NYCDOE did not systematically record year 1 vote counts for all schools invited to par-
ticipate in the SPBP, which prevented us from using this information to determine the rela-
tive support in year 2 compared to year 1. Also, there appears to be some inconsistency in 
how votes may have been taken at schools, particularly in year 1. UFT and NYCDOE indi-
cated to some schools, when asked, that staff not present at the time of the vote be counted 
as “no” votes. One leader explained that this was intended to encourage all staff to weigh 
in on the decision. However, this was not consistently enforced, and most schools appeared 
to submit vote counts to NYCDOE that included a vote of those present and did not count 
those absent as no votes (e.g., emails to NYCDOE would say, “Of the XX staff present, XX 
voted yes, and XX voted no”). Furthermore, in year  2, NYCDOE documented that one 
school had 20 staff not present at the time of the vote who were initially counted as “no” 
votes and meant the school would not participate by a vote of 16 to 26. However, the school 
initiated a revote which favored participation by a vote of 31 to 6. Because we cannot assess 
how widespread this practice may have been, it is not clear how precise the counts displayed 
in Table 4.1 are and the extent to which schools counted staff not present at the time of the 
vote as “no” votes. 
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Despite strong support for the program, some schools voted not to 
participate in SPBP during all three years of implementation. In year 1, 
34 schools invited to participate in SPBP voted not to participate, two 
schools withdrew from the program after initially voting to participate, 
and one additional school had to drop out of the program because 
the school’s CC could not reach consensus on a distribution plan. In 
year 2, an additional four schools declined to participate. In year 3 two 
schools did not to participate.

According to NYCDOE and UFT leaders, schools had one of 
two reasons for refusing to participate in year 1. One reason schools 
gave was that teachers at the school had a philosophical objection to 
a program they viewed as merit pay: “There were some schools that 
took a principled stand against [the plan] because they called it merit 
pay, and they thought it was a slippery slope,” commented a UFT offi-
cial. A second reason a few schools chose not to participate in round 
one of SPBP was related to school-based labor-management relations. 
SPBP requires cooperation among teachers and between teachers and 
the principal. “If the administration and the teachers did not play well 
together,” said one UFT leader, “the prospects of the program being 
successful in that school were greatly reduced.”

Table 4.1
School-Level UFT-Represented Staff Votes to Participate in  
Year 2 and Year 3 of SPBP

Percentage of Staff  
Voting Yes

Schools 
Year 2

Schools 
Year 3

Number Percent Number Percent

55 to 60 5 3 1 1

61 to 70 14 7 16 9

71 to 80 13 7 16 9

81 to 90 37 19 32 18

91 to 95 46 24 24 13

96 to 100 78 40 93 51

nOTES: Year 2 data come from the 193 schools that reported vote 
tallies to the nYCDOE. Year 3 data come from the 182 schools that 
reported vote tallies to the nYCDOE.
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These same NYCDOE and UFT leaders also indicated that sup-
port for the program increased over time. Some of the schools that 
chose not to participate in SPBP in year  1 wanted to participate in 
years 2 and 3. In fact, many more eligible schools have expressed inter-
est in participating. Said one NYCDOE official, “We have way more 
schools [interested in participating] than we have money.” Echoed a 
UFT leader, “We get all the time from people, ‘How can we get in the 
program?’” Another UFT leader concurred, “The schools in the bonus 
program are definitely happy. And other schools want access to it [the 
program].”

In most case-study schools in both years, one or two individuals 
interviewed disagreed with the program in principle or were concerned 
about certain aspects of the program. For example, one high school 
teacher was ideologically opposed to the program, noting that “it does 
look like some sort of merit-based pay [and] I don’t believe it belongs 
here.” Several respondents felt strongly that they should not receive 
bonuses for a job for which they are already compensated. “I don’t 
believe in it [the SPBP],” explained an assistant principal at another 
high school, “It’s like asking me, ‘I’ll give you a Hershey’s bar if you do 
this.’ It’s my job. I’m supposed to do it. I don’t need a carrot at the end 
of a stick to get me to do something I’m supposed to be doing already.”

A small number of CC survey respondents also expressed a phil-
osophical opposition to SPBP. For example, one elementary school 
teacher wrote:

It is short sighted to think teachers change their practice because 
of some silly bonus program. To be honest, we don’t ever think 
of it. We want students to achieve for them, not some token from 
the NYCDOE and UFT. This program, in my opinion is some-
what divisive and . . . should be rethought.

However, in both study years (years 2 and 3 of the program), the 
majority of case-study interviewees approved of their school’s partici-
pation and wanted the program to continue. A minority of individuals 
expressed strong support for the program, noting in some cases that 
SPBP challenged them to push for better results or put them in a “col-
lective mindset” to work for change. More often, this support did not 
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take the form of a wholesale endorsement of the underlying assump-
tions of SPBP (e.g., that the bonus will create more collaboration or 
improve behavior). Instead, the majority believed that staff worked 
hard and deserved recognition and that there was nothing to lose in 
participating in the program. As one elementary school teacher stated, 
“People felt that you do the work and you’re working hard and some-
one is going to reward you for the hard work that you already do. . . 
why would you not want to be a part of that?” A teacher in another 
school similarly noted, “Sure, who wouldn’t like to be rewarded and 
acknowledged in a concrete way?”

Interestingly, in a few schools, several staff members indicated 
that they were unaware of the requirement to vote in year 2. They had 
assumed that, once they voted to participate in the program in year 1, 
their schools would continue to participate in subsequent school years. 
In fact, in two schools visited in 2009, some school leaders who did 
not support SPBP attempted to stop the school’s participation in the 
program being brought up for a vote, in the hopes that staff would not 
realize that the school had become eligible (for the vote in year 1) or 
was required to vote annually (for the vote in year 2). In one school 
visited in 2010, no formal vote occurred in year 3.

Although More Than One-Half of All the Teachers and CC Members 
Believed SPBP Was Fair to All Schools, Some Staff—Particularly 
Teachers and UFT-Represented CC Members—Voiced Concerns 
About the Program Criteria, Timing, CC Requirements, and Staff 
Eligibility

As Table 4.2 illustrates, just over one-half of teachers and the major-
ity of CC members believed SPBP was fair to all schools. In addition, 
many respondents expressed concerns about aspects of the program.

Concerns About Criteria. Many individuals questioned the 
metrics and the criteria chosen to evaluate the performance of schools. 
First, 84 percent of teachers and 74 percent of CC survey respondents 
felt the criteria for awarding the bonus relied too heavily on student 
test results. This was particularly true for UFT committee members, 
who were significantly more likely to voice this concern than were their 
administrative counterparts on the committee (78 percent to 68 per-
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Table 4.2
Percentage of Teachers and CC Members Agreeing or Strongly Agreeing with Statements About the Schoolwide 
Performance Bonus Program (2010)

Statement Teachers

Compensation Committee

All Members Administrators UFT Staff

It would be helpful if staff knew at the start of the school year what 
the plans were for distributing the SpBp bonus award and how much 
additional pay an individual could earn 84 77 77 77

The criteria for a school to get a SpBp bonus award relies too heavily on 
student test results 84 74 68 78

rewarding teachers based on test scores gains is problematic because 
it is hard to relate gains in student achievement to the work done by 
teachers 82 73 57 84

The UFT–represented employees should have more than half of the 
representatives on the Compensation Committee 70 49 33 59

The SpBp method for awarding bonuses (based on progress report 
targets) is fair to all participating schools 54 78 79 77

The SpBp program guidelines should be altered to ensure that bonus 
awards only go to staff who truly contribute to student success 38 40 52 32

Our school’s progress report target is too high nA 43 43 44

I would rather have an individual performance–pay program than the 
SpBp nA 26 46 14

nOTES: Statistically significant differences between Administrators and UFT staff are indicated in boldface (p < 0.05). Total numbers 
and percentage calculations for each item exclude those who responded “don’t know.” See Appendixes A and B for more detailed 
results on these items.
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cent). Similarly, 82 percent of teachers and 73 percent of CC respon-
dents agreed that “rewarding teachers based on test scores gains is 
problematic because it is hard to relate gains in student achievement 
to the work done by teachers.” Once again, UFT committee members 
were significantly more likely than administrators to agree with this 
statement (84 percent to 57 percent).

Case-study respondents echoed these concerns. In one case-study 
school, many staff members believed the process was arbitrary and 
unfair and claimed that certain types of students were not properly 
counted. In other schools, staff expressed concerns about an overreli-
ance on test scores as the basis for rewarding schools. On the other 
hand, one case-study principal felt strongly that the school environ-
ment survey should be weighted less in or removed entirely from the 
formula and that these results should be used for formative purposes of 
learning rather than for judging and rewarding a school.

In year 3, a handful of case-study interviewees voiced concerns 
about the lack of information from NYCDOE on new bonus criteria 
and targets for 2009–2010. One teacher on an elementary school CC 
explained, “I’d like to know what the bar is, because [someone at the 
UFT meeting] mentioned the bar would be higher. . . . If you have a 
goal, you need to know what to do to get there. You need to know the 
goals.” A colleague echoed this concern: “I’d like to know what the tar-
gets are before when we go in. . . . without knowing specifically what 
the criteria is [sic] we have nothing to actually work for.” Similarly, a 
teacher from another elementary school noted, “I would like to know 
the specific criteria, then it might change my goal.” Others implied 
either a lack of awareness that criteria were potentially changing or 
disinterest. As one teacher explained, “I don’t know if it would change 
really what I am doing . . . I guess it’s good to know, but I don’t think 
it would really change much.”

The last sentiment fits well with the perceptions of NYCDOE 
and UFT leaders, who believed that “people don’t really pay attention 
to the targets anyway” but instead strive for improvement and assume 
that, if students improved on the tests, they would qualify for a bonus. 
Leaders cited a lack of complaints from schools as another indicator 
that educators were unaffected by the lack of publicized targets for 
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year 3. Nevertheless, one leader admitted that educators’ indifference 
to the targets indicates a weakness in their overall approach to SPBP 
and the accountability system more broadly. For the targets to have 
mattered more to educators, this leader believed the DOE and UFT 
should have done a better job communicating to schools about the 
importance of targets and ways to reach them. He characterized this 
as an ongoing dilemma because “the accountability system was being 
formed and reformed” as SPBP was being implemented.

Also, in both school years, a sizeable minority of CC members 
reported that their school’s Progress Report target had been too high. 
(We did not ask this question on the teacher survey.) In 2009, more 
than one-third (38 percent) of CC members thought their school’s 
Progress Report target was too high. As one respondent noted in the 
open-ended comments in 2009, “We deserve the bonus, however the 
goals set for our school are not realistic.” Similarly, in one of our case-
study schools, staff viewed the Progress Report target as beyond their 
reach, which seemed to weaken the motivational effect of the bonus (as 
predicted by expectancy theory, as discussed in Chapter Two). At this 
school, interviewees frequently reported not paying attention to the 
bonus and were not disappointed in failing to win the bonus in year 1 
because they perceived the likelihood of winning was very small (inter-
estingly, this school ended up earning the full bonus in year 2).

One possible explanation for the 2009 results indicating percep-
tions that the targets were too high was that our survey data were col-
lected prior to the announcement of the year 2 results, when a great 
majority of participating schools, particularly at the elementary and 
middle school levels, met their targets. Yet, even the results from the 
2010 survey—administered the year after many more schools had 
won the bonus in year 2—indicated widespread feelings that targets 
were too high. As illustrated in Table 4.2, 43 percent of CC members 
reported that their school’s Progress Report target had been too high.

Some case-study respondents expressed concerns about a lack of 
alignment among the multiple state and city accountability systems 
and metrics. For example, in one school, an administrator voiced frus-
tration that their school was “in good standing” with the state, but that 
the city Progress Report system labeled them as “not doing well.” The 
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opposite scenario sparked significant frustration on the part of several 
educators in another case-study school that was on the state’s list of per-
sistently low-achieving schools yet won the bonus two years in a row. 
Others in this school were baffled by a nearby school that was slated 
by the city to close but had received the bonus. One teacher explained:

What I don’t understand . . . Schools that the city deems failing, 
who have Fs and Ds, are getting bonuses. That just seems like 
“What’s going on?” The city and state I understand because they 
use different formulas. But if this bonus program is in part from 
the city . . . what’s wrong here? Why are you saying this school is 
an F and you want to close it and they just got their bonus?

And while this teacher understood that the school in question 
may have demonstrated progress and thus qualified for the bonus based 
on a different set of criteria, she maintained that the perception of con-
tradictions was still problematic: “You’re rewarding schools, but you’re 
closing them.”

Concerns About Timing. Staff also expressed concerns about the 
timing of the program. Eighty-four percent of teachers said it would 
be helpful if they could know at the start of the school year what the 
plans were for distributing the bonus. Similarly, in both survey years, 
approximately three-fourths of CC members said it would be helpful if 
they could know at the start of the school year what the plans were for 
distributing the bonus.3 Although staff might have known that schools 
winning the bonus would receive the equivalent of $3,000 per staff 
member, they could not be sure this was the exact amount they indi-
vidually would receive. Thus, many respondents in case-study schools 
thought it would be helpful to know at the outset the specific criteria 
the school planned to use to distribute the bonus pool (e.g., if it would 
be divided equally among staff, if specific individuals or job titles would 
receive more, or if staff could take specific actions during the year to 

3 The wording of this item differed slightly in 2009. On the 2009 CC survey, respondents 
were asked whether they agreed or disagreed with the statement “It would be helpful if staff 
knew at the start of the school year what the plans were for distributing the SPBP bonus 
award and how much additional pay an individual could earn.” The latter part of this item 
was removed from the 2010 CC survey.
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guarantee a greater share). Although NYCDOE instructed schools to 
formally convene their CCs and submit their distribution plans in the 
spring, about 20 percent of schools took the initiative within the first 
months of the school year to communicate to staff the criteria they 
planned to use for distributing funds.4

In one case-study school, the principal felt he and his staff were 
unable to be as strategic as they could have been had the CC been given 
time over the summer to develop and then communicate their distribu-
tion plan to staff at the start of the year. A high school science teacher 
from another school was also very critical of the timeline for year 1, 
questioning the fairness of a program in which staff members did not 
know at the start of the year what their targets were and the basis for 
awarding bonuses:

That was one of the things I couldn’t understand. How can you 
promise me a bonus and you haven’t set the parameters until the 
end of the year? . . . Everybody didn’t know if we qualified for the 
bonus or not almost until about half way through this year, then I 
think they knew the parameters . . . all the time the staff thought 
they had done better . . .we didn’t know the targets at the begin-
ning. . . . basically, when we knew that we didn’t get the bonus, 
then I personally knew what the parameters were.

Concerns About CCs. Other staff raised questions about the com-
position of the CC. More than one-half of teachers (70 percent) and 
UFT-represented committee members (59 percent) questioned the 

4 The 20 percent (33 schools) is based on school-level measures calculated for 176 schools 
for which we had results. Our survey indicates that another 9 percent of schools had decided 
and communicated their distribution plans to staff in the middle of the year; 22 percent 
communicated the plans within the past month of taking our survey (in May and June); and 
15 percent had decided but not yet communicated their plans to staff. The remaining 36 per-
cent of schools had not yet decided on their plans at the time of our survey. In most cases, 
these school-level measures were based on the principal or other administrator’s response. 
When no principal or administrator’s response was available for a school, the response of the 
UFT member (if only one responded) or the common response of the two UFT members 
was taken as the school-level measure. School-level measures were not calculated for schools 
in which no principal or administrator responded and multiple UFT members’ responses 
conflicted. 
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50–50 UFT–administrator representation on the CC and believed that 
UFT should have more than one-half of the representatives. In con-
trast, fewer than one-third of administrators believed UFT should have 
proportionately greater representation on the committee.

Concerns About Staff Eligibility. Finally, some respondents voiced 
concerns about staff eligibility for bonus awards. Administrators and 
UFT committee members disagreed on the question of whether pro-
gram guidelines should be altered to ensure that only staff who “truly 
contribute to student success” receive a share of the bonus. Adminis-
trators were significantly more likely than UFT committee members 
to agree that guidelines should be altered in this way: 52 percent to 
32 percent. Similar to UFT committee members, 38 percent of teach-
ers overall believed the guidelines should be altered in this way. This is 
consistent with later items we report that indicate a strong preference 
among teachers and UFT committee members for an egalitarian distri-
bution of the bonus share and greater willingness on the part of admin-
istrators serving on the committee to identify individuals they felt were 
deserving of a greater share of the bonus (see further details below).

Another concern expressed in several case-study schools was the 
exclusion of staff represented by employee union DC37—notably class-
room aides (different from paraprofessionals represented by UFT), who 
many individuals believed contributed to school success and deserved 
a bonus share. Of course, UFT has no legal authority to negotiate for 
bonuses for these aides, who are part of a different union and covered 
by a different contract. Thus, even if UFT and NYCDOE had wanted 
to include DC37 staff, they would have had no authority to do so. In 
at least two case-study schools, staff decided that if they won the bonus 
they would pool funds from UFT-represented staff to provide at least 
some compensation to DC37 members (compensation that would not 
come directly from NYCDOE but in the form of checks written out 
personally from school staff).

Differences in Opinions by School Bonus Status. A few teacher 
opinions about SPBP differed depending on whether their schools did 
or did not win the bonus in year 2. A significantly greater percentage of 
teachers in the bonus schools reported that SPBP was fair to all schools 
(58 percent to 36 percent). Similarly, teachers from schools winning 
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the bonus were significantly less likely than teachers from nonbonus 
schools to agree that rewarding teachers based on test scores gains was 
problematic because it was hard to relate gains in student achievement 
to the work teachers had done (78 percent to 92 percent). Again, these 
differences can be interpreted in multiple ways. The more negative atti-
tudes among teachers in the nonbonus schools could help explain why 
these schools did not earn the bonus (i.e., causation). The lower level 
of buy-in may have weakened the motivational effects of the bonus. 
However, another interpretation is that not winning the bonus soured 
teachers on the overall program and led teachers’ attitudes to be more 
negative toward the program (i.e., consequence). It is also possible that 
the same teachers would have responded negatively in any situation, 
regardless of the program and the bonus outcome.

Differences in Opinions by Level of Schooling. Finally, some 
teacher opinions about SPBP differed by school level. In particular, ele-
mentary and middle school teachers were more likely than high school 
teachers to report that the SPBP method for awarding bonuses was 
fair to all participating schools (Figure 4.2). The differences between 
elementary and high school teachers were statistically significant.

Although Many CC Members Recognized That a Higher Level of 
Performance Would Be Required to Win a Bonus in the 2009–2010 
School Year, the Majority of CC Members Felt Fairly Certain Their 
Schools Would Do So

The 2010 CC survey asked respondents to rate their schools’ chances 
of receiving the bonus based on the current year’s student performance 
using a scale of 0 percent (no chance) to 100 percent (certainty). As 
illustrated in Table 4.3, on average, CC members reported that their 
schools had a 73- to 75-percent chance of receiving the bonus for their 
performance in 2009–2010.

This high level of certainty was simultaneous with an under-
standing many had that the bar for performance was being raised. As 
Table 4.4 illustrates, more than one-half of all CC members thought 
the criteria for receiving a bonus would require a higher level of per-
formance, while one-third thought it would require a similar level of 
performance.
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These results provide some indication that, in SPBP schools, at 
least among CC members, one of the necessary conditions articulated 
by the theory underpinning pay-for-performance policy had been met: 
a high level of expectancy, a belief that individuals can improve stu-
dent performance and meet program goals. If educators felt they had 

Table 4.3
CC Member Reports on Chances of Their Schools  
Receiving a Bonus Based on Current Year’s  
Performance (2009–2010)

Mean Median

All CC members (n=496) 74 80

Administrators (n=195) 73 80

UFT staff (n=299) 75 80

nOTES: Two respondents did not provide information 
about their titles.

Figure 4.2
Percentage of Teachers Agreeing or Strongly Agreeing That “The SPBP 
Method for Awarding Bonuses (Based on Progress Report Targets) Is Fair to 
All Participating Schools” (2010)
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no chance of winning the bonus, one would not expect to find that the 
bonus would have any motivational effect. Nevertheless, these results 
reflect only up to four individuals in each school and not the entire 
school faculty. Combined with the finding reported earlier that almost 
one-half of CC members believed their school’s Progress Report target 
had been too high, it is still not clear how strong this level of expec-
tancy really was in schools.

Attitudes About the Bonus

This section describes staff members’ attitudes about the financial 
bonuses, including reported desire to earn the bonus, level of satisfac-
tion with the bonus amount, and thoughts about the salience of SPBP 
bonuses relative to other sources of motivation.

As noted earlier, in year 1, 96 schools won the full bonus, and 31 
schools won partial bonuses; in year 2, 158 schools won the full bonus 
and eight schools won partial bonuses (see Table 2.2). The majority of 
survey respondents who said their schools received a bonus in year 2 
reported personally receiving a share of the SPBP bonus.5 Among UFT 

5 Among administrators, 101 respondents reported receiving the CSA bonus for the top 
20 percent of administrators (and were thus not eligible for the SPBP bonus). Among the 

Table 4.4
Percentage of CC Members Reporting That the Criteria for  
Receiving a Bonus in 2009–2010 Would Require a Similar,  
Higher, or Lower Level of Performance Compared to 2008–2009

Level of  
Performance

All Committee  
Members Administrators UFT Staff

Similar 35 30 40

higher 64 69 59

Lower 1 1 1

nOTES: Statistically significant differences between administrators 
and UFT staff are indicated in boldface (p < 0.05). Total numbers and 
percentage calculations exclude those who responded “don’t know.”
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committee members, more than one-half reported receiving between 
$3,000 and $3,199. Recall that, for administrators, amounts are prede-
termined by the agreement with the CSA (for a full bonus, principals 
received $7,000 and assistant principals $3,500; each received one-half 
that for a partial bonus). Nevertheless some administrators reported 
different amounts, perhaps because they too donated a portion of their 
awards to other, ineligible staff (as some case-study individuals did) or 
were reporting after-tax receipts.

The Majority of Teachers and CC Members Reported a Strong Desire 
to Earn a Bonus Award

Sixty-four percent of teachers and more than three-fourths of CC 
members (78 percent) across schools reported a strong desire to earn a 
bonus award, with no significant difference in reports from UFT and 
administrative members on the CC. In case-study interviews, many 
UFT committee members felt that they had worked hard and therefore 
wanted and deserved the bonus. Others acknowledged that, although 
they did not buy into the assumption that the bonus would motivate 
them to work harder or smarter, any additional compensation was 
appreciated and thus desirable. As one teacher explained, “getting extra 
dollars in this economy is a plus.”

Respondents Whose Schools Earned Bonuses Reported a High Level 
of Satisfaction with the Bonus Amounts, but Some Dissatisfaction 
With the Ultimate Amount Received After Taxes—Dissatisfaction 
That Teachers Across all SPBP Schools Echoed

As Table 4.5 illustrates, the vast majority of teachers and CC members 
from schools that won the bonus in year 2 reported that they were sat-
isfied with the amount they personally received. However, more than 
two-thirds of the teachers and UFT CC members and 60 percent of 

67 other administrators who did not get the CSA bonus and were in schools that earned the 
SPBP bonus, 10 reported not receiving a bonus share. Among the 168 UFT CC members 
whose schools earned the SPBP bonus, 13 said they did not receive a bonus share. Case stud-
ies and interviews suggest that some of these individuals may inadvertently have been left off 
the distribution list or perhaps did not work at the school for the full year or full time and 
were thus excluded from the distribution plan. 
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the administrators believed that, after taxes, the bonus amount they 
received felt “insignificant.” Many individuals in case-study schools 
expressed a similar, seemingly contradictory opinion. On the one hand, 
they appreciated having some additional money (“anything is better 
than nothing,” said one teacher), but once taxes were removed, they 
were disappointed at the actual amount they received. One teacher 
noted, “I was satisfied with the amount I was supposed to receive. I was 
not satisfied with the amount after taxes.”

Some UFT-represented staff believed that administrators should 
not receive larger bonus amounts than teachers. One UFT member 
commented on the open-ended portion of the 2009 survey: “teacher 
bonuses should exceed what administrators receive. One reason is they 
facilitate the instruction that is necessary for students to perform well 
on the assessments.” Even an assistant principal in one of the case-
study schools complained that it was “insulting” to receive one-half of 
what the principal receives, noting that he performs far more than one-
half as much work as the principal.

In general, however, most case-study respondents were happy to 
earn the money (one called it “found money”) and reported purchasing 
Christmas gifts or other household items (e.g., a television), putting it 
toward their rent or mortgage, or paying off bills or debt. A few who 

Table 4.5
Percentage of Teachers and CC Members from Schools That Earned 
Bonuses Agreeing or Strongly Agreeing with Statements About Bonus 
Awards

Statement Teachers

Compensation Committee

All 
Members Admin UFT

I was satisfied with the amount I 
received 79 81 80 81

After taxes, the bonus amount I 
received felt insignificant 73 66 60 69

nOTES: Statistically significant differences between Administrators and UFT staff are 
indicated in boldface (p < 0.05). Total numbers and percentage calculations for each 
item exclude those who responded “don’t know.” See Appendixes A and B for more 
detailed results on these items.
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were philosophically opposed to SPBP donated their bonus share to 
charity.

Perhaps not surprisingly, UFT CC members who received a larger 
share of the bonus were significantly more likely to report higher satis-
faction with the amount they received than those who received a smaller 
share. For example, 90 percent of those earning $3,000 to $3,199 and 
86 percent of those earning $3,200 or more agreed or strongly agreed 
that they were satisfied with the amount they received; only 64 percent 
of those earning less than $3,000 did so. We did not find significant 
differences in reported levels of satisfaction among teachers based on 
their bonus shares.

Finally, among teachers across all SPBP schools—including those 
that won the bonus in year  2 and those that did not—44 percent 
reported that the bonus amount was not large enough to motivate extra 
effort. Consistent with these survey results, individuals in four case-
study schools in year 1 reported that their bonus shares and the typi-
cal bonus share were not large enough, particularly after taxes, to lead 
them to make changes. For example, one teacher whose school did not 
win the bonus noted that “$3,000 is not a lot in the grand scheme of 
things. I spent $3,000 on classroom supplies, so it would go right back 
into the classroom anyway. I don’t know that it would affect my perfor-
mance.” One teacher also felt strongly that the bonus was not enough 
money to risk the divisiveness that could result from a differentiated 
distribution plan. In three schools, some teachers suggested that other 
types of rewards in the form of supplies, materials, or even professional 
development would be more motivating than cash.

Monetary Bonuses Rank High on a List of Possible Factors 
Motivating Teachers to Work Hard

When asked the extent to which a list of possible events would moti-
vate them to work hard as a teacher, more than 60 percent reported 
that the possibility of “receiving a financial bonus for meeting school 
goals” motivated them to a moderate or great extent. Although a 
host of other possible factors ranked higher on this list—including 
observing student learning and improvement, achieving high marks 
on accountability measures, and external sanctions (see Table 4.6)—
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financial bonuses nonetheless received significant acknowledgement as 
a potential motivating factor from a large share of teachers. Of course, 
even more teachers (three-fourths) noted that achieving a high Prog-
ress Report score was motivating, suggesting that the accountability 
system alone, without a financial incentive tied to the score, was serv-
ing a motivational purpose. These results are an important reminder 
of the intense, high-stakes accountability context in which SPBP was 
implemented. These other pressures—such as high scores on federal, 
state, and district accountability measures and avoiding sanctions—
might have affected the ability of the SPBP bonus to motivate change. 
This may be particularly true if other policies in teachers’ environments 
were better aligned to things that mattered more to teachers than the 
limited financial incentives of SPBP.

Table 4.6
Percentage of Teachers Reporting Possible Factors Motivating Them a 
Moderate or Great Extent to Work Hard

Statement Percentage

Seeing my students learn new skills and knowledge 99

Seeing my students improve their performance 99

Seeing myself improve as a teacher 99

Achieving or exceeding our school’s Adequate Yearly progress target 77

receiving a high Quality review score 76

Achieving a high progress report score/grade 75

Our school being designated for district or state intervention 64

receiving a financial bonus for meeting school goals 64

Gaining recognition from my school colleagues for helping to meet  
our school goals 64

Gaining recognition from parents, the media, and/or district leaders  
for meeting our school goals 62

Our school being closed or phased out 58

receiving public criticism due to not achieving our school goals 44

nOTES: See Appendix B for more–detailed results on these items.
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An analysis of three broad constructs derived from the survey 
data presented in Table  4.6—external reinforcement (e.g., receiving 
high Progress Report grades or Quality Review scores, receiving recog-
nition from the public or colleagues for meeting school goals), external 
sanctions, and student learning—reveals that treatment and control-
group teachers did not differ significantly in how they perceived moti-
vating factors. As such, being a bonus school did not appear to reorient 
how teachers responded to possible motivators.

Case-Study Interviewees Reported That Other Accountability 
Pressures and Intrinsic Motivation Were More Salient Than the 
Bonus

Across schools that did and did not win the bonus, principals, teach-
ers, and other staff cared greatly about the city Progress Report, state 
report cards, quality reviews, the opinions of district leadership, and/
or whether their schools would become subject to closure. Many were 
also highly attuned to parent and community opinions and concerned 
about their responses to any publicity about their schools and the 
schools’ performance. Even though some of these accountability mech-
anisms were aligned with the bonus and SPBP is perhaps best viewed 
as a part of this larger accountability system, many individuals did not 
see that connection and in fact named these other pressures as stronger 
motivators than the financial bonus itself. This was particularly true in 
one-half of the case-study schools, where staff reported that concerns 
about being phased out, appearing on the state’s list of persistently low-
performing schools, and having negative outcome data publicized in 
the media were stronger incentives than the bonus for implementing 
school improvement efforts. For some, the threat of sanctions was more 
motivating. One UFT chapter leader believed the threat of “things 
happening to our school” was “very real” and much more effective 
than the potential to receive a bonus at driving her desire for the school 
to be successful. In another school, individuals who had experienced 
their comprehensive high school being closed and reopened as smaller 
schools felt strongly that the threat of another closure was more moti-
vating than the bonus. A data specialist at yet another school echoed 
these sentiments:
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We do our job for our kids to give them the best education and 
make the most progress. Regardless of the bonus program, we 
are still held accountable to the city and the state. If our numbers 
go down, we’re going to have people breathing down our necks, 
and I don’t want to become a school in need of improvement or a 
SURR [Schools Under Registration Review, schools not meeting 
state standards and facing the possibility of closure] school. You 
know, that’s scarier.

Others believed that the Progress Reports were motivating on their 
own, even without the bonus. They noted that regardless of the bonus, 
they were proud of earning high grades and worked hard to achieve 
and maintain them over time.

In many schools, staff members also typically attributed their 
hard work and their efforts to improve their practices to intrinsic moti-
vations far above any external pressures or incentives. Many were quick 
to report that they did not enter teaching for the money, that money 
is fleeting, and that they chose their profession and sought to improve 
each year because of a commitment to helping children. One elemen-
tary school teacher from a school that won the bonus the previous year 
stated,

Most teachers are doing the job they were paid to do, and they 
would do it regardless. I don’t know if it was implemented to be 
an incentive to do better, but I don’t see anyone here, especially 
myself, looking at it that way. The incentive is the job I do. To 
me I’m here to teach the kids, and I want to teach them. To me, 
it makes me feel good that they scored well because it makes me 
look good. I guess it’s an ego thing.

Conceptually, Most Individuals Interviewed in Case-Study Schools 
Viewed the Bonus as a Reward and Not as an Incentive

Consistent with the survey data, many case-study respondents across 
both years described the program and the value of the bonus as a 
means of recognizing staff for their hard work—work that they would 
be doing with or without the bonus. This was a major theme in four 
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schools in 2009, and individuals in all seven schools visited in 2010 
expressed this sentiment. Across schools, staff frequently invoked a 
cake metaphor to describe the program, reporting that the bonus was 
the “icing” or “frosting” on the cake. A principal from a school that did 
not win the bonus the previous year reported,

I don’t think teachers were affected by SPBP. I think the teach-
ers are going to work really hard. It’s like icing on the cake. It’s 
great if they get it, but they’re not going to really change because 
of that. I didn’t know about the program when I was planning 
school improvement efforts. . . . It doesn’t affect how I or my staff 
approaches anything. Everyone is already giving 110 percent.

Similarly, a principal from a school that won the bonus explained, “It 
shouldn’t be the end all be all. It should be the icing on the cake, 
because we did the job. This thing is to do the job. It shouldn’t be the 
reason why we get the job done.” “It’s not the motivation,” said another 
principal whose school won the bonus, “it’s kind of like the reward.”

Others described the bonus as “a nice pat on the back,” but not 
the motivation for how they conducted their job. According to one 
teacher, the bonus sent a message that “we know it’s hard, we see you’ve 
worked hard, you’ve really pushed it to the limits to get these kids 
the skills you need. Good job. We really appreciate it.” Although we 
did find some exceptions (e.g., a 7th grade ELA teacher believed SPBP 
added some excitement and motivation to her work; a principal, assis-
tant principal, and UFT chapter leader from one school who saw the 
bonus affecting teacher motivation and playing a key role in school 
improvement efforts), the majority of staff interviewed did not see the 
offer of a bonus as something that motivated them to work harder or in 
a different way. A teacher in a school that did not win the bonus said, 
“Every single year, bonus or not, I’ve been trying to improve on my 
strategies and methodologies.” A teacher in school that won the bonus 
concurred, “I’m going to do what I have to do, regardless. That’s what 
I get paid for, and I don’t need brownie points.” A colleague in this 
school commented, “it’s not going to make me work harder.”
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Communication and Understanding

This section examines the nature of communication about SPBP and 
the levels of program understanding that staff members in participat-
ing schools achieved. It describes NYCDOE and UFT communica-
tion strategies, CC member reports on information received and its 
adequacy, the methods of communication participating schools used, 
and some of the misunderstandings staff members conveyed to us.

Although NYCDOE and UFT Leaders Acknowledged There Were 
Communication Problems in Year 1, There Appeared to Be 
Improvements in Subsequent Years

Both NYCDOE and UFT recognized that developing appropriate 
materials and presentations for year 1 was more difficult than they had 
anticipated. Promoting understanding of such details as how teachers 
would qualify for bonuses, how the CC was to operate, and what role 
the principal was to play proved to be a challenge. Commented one 
UFT official, “We were pretty shocked that, despite all the written 
instructions the schools had [at the beginning of year 1], they lacked 
very basic understanding, especially when it came to distributing the 
money.” One of the program’s principal funders concurred about the 
issue of communication:

I think we could have been a lot more thoughtful about the 
importance of communication. . . .We could have invested a lot 
more time [and] money up front in making sure that . . . those 
people who were making the decisions [at the schools] were well 
informed and really aware of the full range of options available to 
them. Because I think the first year of the program, people didn’t 
really understand what they were deciding.

NYCDOE and UFT quickly recognized that their year 1 joint ori-
entations for eligible SPBP schools efforts were insufficient. As a UFT 
official noted, “We [NYCDOE and UFT] came to realize [in year 1] 
that the orientation was not adequate. Schools were not required to 
attend or send a representative, and there was generally poor under-
standing [of the program].” Confusion about the compensation pro-
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gram was compounded by the relative newness of the Progress Reports 
at the heart of determining bonus eligibility. Both NYCDOE and UFT 
acknowledged that Progress Reports can be difficult to understand. 
Said a NYCDOE official, “I think the [compensation] program would 
be a little bit more on solid ground if the Progress Reports had been 
around for, say, five years and had time to work out a lot of their issues.” 
Seconded a UFT official, “Having people [at the schools] understand 
how to make the [Progress Report] targets was a failure [in year 1] of 
both the UFT and the [NYCDOE].”

Lessons learned from SPBP’s year  1 orientations were used to 
improve year 2 orientations. In year 2, NYCDOE and UFT required 
eligible schools that might be interested in participating in the pro-
gram to attend the orientation sessions. Both the school system and 
the union reported that, as a result of this change and improvements in 
the presentation of material about the program, orientations went more 
smoothly in year 2. They believed that, in year 2, schools had a better 
understanding of SPBP requirements.

In year 3, program leaders believed that, because no new schools 
were participating, they did not need to hold additional meetings at the 
start of the school year. Leaders believed most schools were fairly well 
oriented to the program and the Progress Report system.

While Teachers Tended to Receive Information About the Program 
from UFT, Most CC Members Received Information from a Variety of 
Sources

The NYCDOE-UFT communication plan for SPBP called for shar-
ing joint written materials about the program with school staff. Both 
organizations adhered to this plan, developing materials together and 
cosponsoring all formal meetings for CCs. Within schools, UFT repre-
sentatives were one of the main conduits of information. As illustrated 
in Table 4.7, the majority of teachers reported receiving information 
about SPBP from UFT representatives or chapter leaders (72 percent) 
and their school administrators (55 percent). These were also the main 
sources of information for UFT staff on the CC, but over one-half of 
the CC members who responded in 2010 received information from 
NYCDOE, UFT central office and representatives, and school-level 
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Table 4.7
Percentage of Teachers and CC Members Receiving Information About the Schoolwide Performance Bonus Program

Source

Teachers

Compensation Committee

Administrators UFT Staff

2009–2010 2008–2009 2009–2010 2008–2009 2009–2010

UFT central officea 30 61 48 74 58

My school’s UFT rep./chapter leadera 72 78 65 90 77

nYC Department of Education 30 92 87 68 59

School administrators 55 73 65 82 69

nYC Teaching Fellows or Teach for America 3 nA 2 nA 2

nOTES: Statistically significant differences between Administrators and UFT staff are indicated in boldface (p < 0.05). Total numbers 
and percentage calculations for each item exclude those who responded “don’t know.”
a Statistically significant differences across years were observed on these CC items. See Appendixes A and B for more detailed results 
on these items.
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leaders. Consistent with leader reports of reduced emphasis on inform-
ing staff about SPBP in year 3, fewer CC members reported receiving 
information from each source.

CC Members Generally Reported Receiving Sufficient Guidance in a 
Number of Areas

For example, in each of the six areas related to understanding and 
implementing various aspects of the program (e.g., how to interpret 
Progress Reports, the options for distributing bonus awards to staff), 
more than 80 percent of respondents reported receiving guidance (see 
Table 4.8). Among those who did so, one-half or more believed the 
information was sufficient and met their needs, and very few wanted 
more guidance in any area. Although the results presented in Table 4.8 
represent the 2009–2010 school year, they differ only slightly from the 
results from 2008–2009.

Among committee members, UFT staff were less likely than 
administrators to receive guidance in all but one of the six areas listed 
in Table 4.8, such as guidance about how to identify strategies that 
would maximize their chances of meeting targets and how to interpret 
Progress Reports. Nevertheless, UFT staff only had slightly less positive 
perceptions than administrators about the adequacy of the information 
they received in one topic area: how to interpret Progress Reports.

These differences may be due in part to the method UFT and 
NYCDOE used to communicate with school staff. For example, 
throughout the school year, the NYCDOE administrator oversee-
ing SPBP communicated directly with principals but was unable to 
directly contact teachers serving on the committees. Because most CC 
members were not elected until the end of the year, there was no cen-
tral list of UFT-represented CC members and email addresses to be 
used for communicating early in the school year. Also, some individu-
als we interviewed thought that UFT and NYCDOE had agreed that 
UFT would communicate directly with UFT-represented staff on the 
CC and that NYCDOE would communicate with administrators on 
the CC.
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Table 4.8
Percentage of CC Members Reporting on Receipt and Sufficiency of SPBP Guidance (2009–2010)

Area of Guidance Respondents
Did not
receive

Received, and It Wasa

Sufficient:
Met  

my needs

Somewhat 
sufficient:  

Partially met  
my needs 

Not sufficient:
I want more 

guidance 

how to identify strategies that maximize our chances  
of achieving a high progress report grade

All 20 72 24 4

Admin 15 74 22 4

UFT 23 70 25 4

how to communicate the goals of the SpBp to all staff All 16 75 21 5

Admin 11 80 15 5

UFT 19 71 24 5

The criteria for winning a school bonus All 15 72 22 6

Admin 9 71 21 8

UFT 18 72 23 5

how to interpret progress reports All 15 73 24 4

Admin 9 80 18 2

UFT 20 67 27 5

how to achieve consensus among our Compensation 
Committee concerning our school’s award distribution 
plan

All 15 82 14 4

Admin 11 85 11 4

UFT 17 81 15 4
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Area of Guidance Respondents
Did not
receive

Received, and It Wasa

Sufficient:
Met  

my needs

Somewhat 
sufficient:  

Partially met  
my needs 

Not sufficient:
I want more 

guidance 

The options for distributing SpBp bonus awards to  
individual staff members

All 12 82 12 6

Admin 7 82 11 7

UFT 15 82 13 4

nOTES: Statistically significant differences between administrators and UFT staff are indicated in boldface (p < 0.05). Total numbers 
and percentage calculations for each item exclude those who responded “don’t know.”
a percentages in these three columns were calculated based on those who reported they had received listed guidance about SpBp. 
See Appendixes A and B for more detailed results on these items.

Table 4.8—Continued
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Although Levels of Understanding About SPBP Were Reported 
to Have Improved Over Time, Communication Problems and 
Misunderstandings About the Program Remained

On a positive note, in year 2, more than three-fourths of all CC mem-
bers (78 percent of administrators and 80 percent of UFT staff) reported 
that they understood the Progress Reports better in 2008–2009 than 
they had in 2007–2008. In year 3, the frequency of reported improve-
ment in understanding declined slightly: two-thirds of all CC members 
(64 percent of administrators and 68 percent of UFT staff) reported 
that they understood the Progress Reports better in 2009–2010 than 
they had in 2008–2009. These differences over time are not surpris-
ing, given that, by year 3, educators had several years of exposure to 
the Progress Reports. In year 1, SPBP was announced later in the year, 
and the Progress Reports were still quite new. One would then expect 
a bigger jump in understanding from years 1 to 2 than years 2 to 3.

Consistent with this pattern, the evidence suggests that teachers’ 
understanding of Progress Reports may also have improved over time. 
In 2009, almost one-half of CC members said that there was a lack of 
understanding among teachers at their schools about the school’s Prog-
ress Report and the factors that had contributed to the school’s score—
although UFT members were significantly more likely to have this 
opinion than administrators (51 percent to 32 percent), as were respon-
dents from nonbonus schools compared to bonus schools (54 percent 
to 38 percent). In 2010, 40 percent of CC members reported that not 
all teachers at their school had understood the school’s Progress Report 
and the factors that had contributed to the school’s score. Although 
the frequency declined, the results nonetheless indicate that a signifi-
cant minority of CC members believed their teacher colleagues did not 
adequately understand these accountability metrics.

In fact, 84 percent of teachers in 2010 reported having a strong 
understanding of their school’s Progress Report and contributing fac-
tors. Nevertheless, a sizeable minority of teachers reported not under-
standing several aspects of the program very well, such as the amount 
of funding a school would receive if it met 100 percent of the target, 
the criteria for receiving a partial bonus, and the source of funding for 
the program (see Table 4.9).
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Teachers from schools earning the bonus in year 2 were signifi-
cantly more likely than those in schools that did not earn the bonus to 
report understanding three aspects of the program: criteria for schools 
to earn the bonus, which staff were eligible to receive a share of the 
bonus, and the target their school needed to reach to earn the bonus 
(Figure 4.3). Similarly, a significantly greater percentage of bonus group 
teachers reported that they had a strong understanding of the Progress 
Report and contributing factors than their nonbonus group colleagues: 
86 percent versus 75 percent.

As noted earlier, these differences could be interpreted in mul-
tiple ways. The lower level of understanding among teachers in the 
nonbonus schools could help explain why these schools did not earn 
the bonus (i.e., causation). In this sense, the findings help support the 
idea that motivational effects of the bonus were weaker when individu-
als did not fully understand the program and criteria used to allocate 
bonuses. Alternatively, not winning the bonus could have increased the 

Table 4.9
Percentage of Teachers Reporting Level of Understanding of SPBP Elements 
(2009–2010)

Variable
Not Very  

Well
Somewhat 

Well
Very  
Well

which staff are eligible to receive a share 
of the schoowide bonus 27 45 28

Criteria for a school to receive a full bonus 29 48 23

how a school compensation committee 
decides on a distribution plan for the 
bonus 34 40 26

The target our school needs to reach in 
order to earn a bonus this year 34 43 23

The amount of money our school would 
receive if we met 100% of our target 36 38 26

Criteria for a school to receive a partial 
bonus 41 44 15

The source of funding for this program 56 34 10

nOTES: See Appendix B for total number of respondents on each question.
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negative responses to questions about the program, or the same teach-
ers might have responded negatively in any situation, regardless of the 
program and the bonus outcome.

The case studies revealed even greater communication problems 
and misunderstandings. Interviewees indicated problems with how 
they received information about the program and, in turn, their under-
standing of multiple facets of the program. While some admitted to 
not understanding the program, others indicated this through the mis-
information they conveyed when responding to our questions. Typi-
cally, principals had the most accurate understanding of the program, 
followed by UFT chapter leaders and CC members, followed by teach-
ers and then nonteachers.

Staff generally relied on the principal and UFT leader for infor-
mation about the program, but these individuals often did not dissemi-
nate the information effectively or helped perpetuate misinformation. 
Although these communication problems were particularly acute in 
year 1—a problem acknowledged by leaders in many of our interviews 

Figure 4.3
Percentage of Teachers Reporting Level of Understanding of SPBP Elements 
(2009–2010)
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and an area identified as greatly improved by many case-study respon-
dents—problems lingering in years 2 and 3. When asked to advise 
NYCDOE and UFT on ways to improve the program in the future, at 
least one individual (and in some cases, many more) in all but one of 
the 14 schools visited in 2009 and 2010 cited a need to improve com-
munication or requested more information. For example, some indi-
viduals wanted more written materials explaining the program, while 
others requested that well-informed leaders from UFT headquarters 
visit schools to directly inform staff about the program, rather than 
filter communication through UFT chapter leaders. Some wanted 
more information about the targets and bonus criteria, while others 
wanted more specifics on the CC process.

One consequence of the reported communication deficiencies was 
that staff developed many misperceptions about SPBP. In almost every 
school visited, we met with staff members who held misperceptions 
regarding one or more of the following:

• whether their school was participating in the program or the 
number of years the school had participated

• whether they had won the bonus and/or whether it was the full 
or partial amount

• the criteria for awarding bonuses (e.g., some were unaware that 
school environment survey results and attendance were included 
in the calculations) and allowable options for awarding bonus 
amounts (e.g., one school was unaware that they could assign $0 
to individuals)

• the bonus amount (e.g., one teacher thought each school received 
$5,000 total)

• which staff were eligible (e.g., some thought only classroom teach-
ers could receive shares)

• rules guiding development and dissemination of the distribution 
plan (e.g., one interviewee thought the entire school staff had to 
vote on the plan; another believed the CC could not share the 
plan with staff)

• the source of funding for the program (e.g., one teacher reported 
that SPBP was privately funded and that mattered to her greatly)
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• which organizations ran the program (e.g., some were unaware 
that UFT was a cosponsor)

• whether schools were required to vote annually to participate.

These misunderstandings were especially widespread in three of 
the seven schools visited in 2009 and in one of the seven schools vis-
ited in 2010. For example, in one of these schools, staff believed that 
schools needed to earn an A grade two years in a row to receive the 
bonus and were not aware that the main criteria were based on the 
Progress Report targets. This misperception had spread throughout the 
school and was repeated to us in most interviews. The principal in this 
school admitted, “I would like more clarity about what you need to do 
to earn the bonus. . . . Another school I know about got an A 2 years in 
a row, but they weren’t ‘Well Developed’ so they didn’t get the bonus.” 
In another school, three of the seven teachers interviewed were unaware 
that they were participating in the program, and others did not know 
which individuals in the school were eligible to receive bonuses or how 
much was at stake (one teacher admitted that she didn’t even know 
the “ballpark”—“is it thousands, hundreds, $20? . . . I really have no 
idea.”). Perhaps some of the misinformation in these particular case-
study schools could be traced to school leaders. In one school, the prin-
cipal had taken on leadership midyear, which could help explain some 
of the communication problems. In another school, the principal was 
knowledgeable about SPBP, but the UFT chapter leader lacked a strong 
understanding about the program components.

These misperceptions may be helpful in understanding some of 
the attitudes reported earlier in this monograph, particularly the degree 
to which staff viewed the bonus as a meaningful motivator. They also 
raise important questions about the underlying theory of action and 
implementation of the program: (1) If staff members did not under-
stand the criteria, how would they know where to direct their efforts 
to achieve the bonus? (2) If staff members did not know the amount at 
stake, how could they gauge whether the payoff was worth the effort? 
and (3) If staff members did not know that they were eligible or that 
their school was participating, how could the program influence their 
attitudes or behavior? We will return to these topics later.
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Summary and Discussion

NYCDOE and UFT leaders, teachers, school CC members, and case-
study school staff conveyed mixed attitudes and levels of understand-
ing about the program. With regard to overall attitudes about the pro-
gram, we found that

• While most respondents appeared to be aware of the program, 
SPBP was not central to staff conversations.

• Overall support for the program was quite strong. Most educators 
truly appreciated the recognition and financial reward for their 
efforts that the bonus program represented.

• Educators’ attitudes toward the program, however, indicated both 
support and some areas of concern. Although most CC members 
and just over one-half of teachers thought the program was gen-
erally fair to participating schools, many raised questions about 
the measures used to determine bonuses (the majority of teachers 
and CC members felt criteria relied too heavily on test scores), the 
timing of the program (three-fourths or more of teachers and CC 
members said it would have been helpful to know plans for distri-
bution at the start of the year), and the makeup of the committees 
(more than one-half of teachers and UFT committee members 
wanted more than 50-percent representation). Some also felt the 
Progress Report targets were too high.

• Although many CC members acknowledged that a higher level 
of performance would be needed to win the bonus in 2009–2010 
than in 2008–2009, a large majority felt certain their schools 
would receive the bonus.

As for attitudes about the bonus itself, we found that

• The majority of teachers (64 percent) and CC members (78 per-
cent) expressed a strong desire to earn the bonus.

• Although the majority of teachers and CC members who received 
a bonus were satisfied with the amount, more than one-half said 
that, after taxes, it felt insignificant. Across all SPBP schools, 
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44 percent of teachers reported on surveys that the bonus was not 
large enough to motivate extra effort.

• More than one-half of teachers (64 percent) reported that the 
possibility of receiving a bonus motivated them to a moderate 
or great extent to work hard as a teacher. Three-fourths, how-
ever, reported that achieving a high Progress Report score alone 
(without a bonus attached) motivated them to a moderate or great 
extent to work hard as a teacher.

• Conceptually, case-study respondents viewed the bonus as a 
reward, not an incentive. They reported that the bonus made them 
feel appreciated for their hard work but that this work would have 
been undertaken with or without the bonus.

Finally, the reports on communication and understanding were also 
somewhat mixed:

• Although most stakeholders reported improvements in commu-
nication over time, many misunderstandings and misperceptions 
appeared to linger.

• Although 40 percent of CC members reported that teachers did 
not understand Progress Reports and the factors contributing to 
these ratings, most teachers themselves reported having a strong 
understanding (84 percent). But a sizeable minority of teach-
ers (more than one-third) reported not understanding several 
aspects of the program, including the criteria for receiving partial 
bonuses, the amount of money their school would receive if they 
met their target, the source of funding for the program, the target 
their school needed to reach, and how committees decided on 
distribution plans. In case-study schools, many individuals con-
veyed misperceptions about various aspects of the programs (e.g., 
whether their school was participating or the number of years 
they had participated, if they had won the bonus, how bonuses 
are awarded, allowable options for distribution, the bonus 
amount), and many identified communication as an area in need 
of improvement.
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• On a positive note, one-half or more of CC members believed 
the guidance they had received about the program was sufficient 
and met their needs, and two-thirds said they had a better under-
standing of Progress Reports in year 3 than in the previous year.

In the aggregate, these findings indicate both promise and poten-
tial problems with program implementation and the prospect of SPBP 
having intended motivational effects on participating school staff. On 
the one hand, there is evidence that many supporting conditions were 
present in these schools, including a high level of buy-in and support 
for the program overall, a perception that the program was fair to all 
schools, a strong desire among staff to earn the bonus, and a belief that 
financial bonuses can be motivating. On the other hand, not all of the 
conditions appeared to be supportive of SPBP and its intended effects. 
Evidence of misunderstandings about key program components, con-
cerns about the size of the bonus, and the ranking of other motiva-
tional factors higher than a financial bonus may have lowered the moti-
vational potential of the bonus and limited SPBP’s effects.
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ChApTEr FIvE

Implementation of the Schoolwide Performance 
Bonus Program: Compensation Committee 
Process and Distribution Plans

This chapter explores the implementation of one of the defining fea-
tures of the New York City SPBP: the CC. As noted in Chapter Two, 
NYCDOE and UFT believed the CC would ensure that decisions about 
allocating bonus awards among staff would be school-based, allowing 
each school committee to decide whether they wanted to differenti-
ate based on job title or levels of performance or whether they instead 
valued a more egalitarian distribution plan. Some leaders also believed 
that the possibility of schools differentiating bonus distributions based 
on individual performance might enhance the motivational effects of 
the bonus and lead to even greater positive outcomes for students. To 
these ends, SPBP outlined several guidelines regarding the operation of 
CCs, including the composition (four members that would include the 
principal, principal-designee, and two members selected by UFT-rep-
resented staff) and requirements for decisionmaking (no votes taken, 
consensus only) and criteria for differentiating bonus awards (seniority 
is barred). Some of these guidelines—such as those regarding mem-
bership and consensus-based decisions—were intended to ensure that 
neither administrators nor UFT-represented staff controlled the results 
of the CC process.

Our goal in this chapter is to examine this critical design fea-
ture and component of the theory of action underlying SPBP. The 
objective is an understanding of how the CC arrived at the planned 
award distributions and what those distributions were. This process 
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is important for understanding how SPBP played out and whether or 
not the plans were consistent with what the program developers had 
envisioned. It is also useful for understanding how school-based teams 
in other pay-for-performance programs that use a similar structure for 
determining awards might make decisions about compensation. This 
chapter also provides general lessons about the process of high-stakes 
decisionmaking by school-based teams.

As we will show, most schools followed SPBP guidelines regard-
ing the CC process, and most CC members reported that the 
decisionmaking process was fair, collegial, and inclusive and that 
achieving consensus was easy. Nevertheless, some teachers and case-
study school respondents reported some potential problems with the 
process. In the end, most CCs developed award distribution plans 
in which the vast majority of staff in each school received the same 
award amount and in which the primary factor for differentiation of 
awards was whether a staff member had worked at a school part time 
or part year. Consequently, if the ability of staff members to earn larger 
or smaller amounts based on personal performance was a key incen-
tive for improving schools and student outcomes, as some leaders had 
hypothesized when designing SPBP, for the most part, the CC system 
did not support this element of the theory of action.

The research questions answered in this chapter are

1. How did the CC function?
b. Who was on the committee, and how was this decided?
c. How did the committee arrive at decisions?
d. What did the CC member experience during the process?
e. How did other staff members in the schools view the CC 

process?
2. What were the results of this process?

a. What were staff preferences for distributing the bonus 
among staff?

b. What factors did the CC report using to determine how to 
distribute bonuses?

c. Did these include personal behaviors and performance that 
might be associated with motivating individual behaviors?
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d. What were the resulting distribution of awards?
e. Were awards differentiated?
f. How did staff members respond to bonus distributions and 

distribution plans?
• In schools winning the bonus, how did staff respond to 

bonus distributions, particularly differentiated distribu-
tions?

• How was the planned distribution communicated to the 
staff?

Compensation Committee Process

This section addresses the first broad research question, describing who 
served on the CCs and how they were selected as members. In the next 
section, we will examine the nature of decisionmaking, including the 
level of ease or difficulty the committees had achieving consensus.

Although the Compensation Committees Were to Include Two UFT 
Selected Members, the Principal, and the Principal’s Appointee, the 
Actual Number of UFT Members Varied Somewhat

Table 5.1 summarizes the membership statistics for the 2010 CCs by 
primary job classification and method of becoming a member. About 
60 percent of all CC members were represented by UFT, and 41 per-
cent were CSA members (the values in 2009 were 56 percent UFT and 
44 percent CSA). The breakdown was not 50-50 because of the dif-
ferent choices principals made in appointing their one representative 
to the committee. In most schools, the principal appointed another 
administrator (e.g., the assistant principal), but in some schools, the 
principal appointed a UFT-represented staff member to the commit-
tee.1 More than one-half of other UFT committee members were 
elected or appointed to serve by their UFT-represented colleagues. 
Approximately 20 percent of teachers and other UFT members were 

1 In some cases, the assistant principal of a school is officially classified as a teacher and is 
represented by UFT.
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chapter leaders who were not elected and who assumed that, given their 
leadership position, they were expected to serve on the committee. A 
small group of CC members reported that they had volunteered to 
serve on the committee. These patterns are very similar to those we 
observed in 2009.

Regardless of their role on the committee, survey data indicate 
that CC members were experienced on several levels. First, three-
quarters of all members in 2009–2010 (86 percent of administrators, 
68 percent of UFT staff) had served on their school’s CC during the 
prior school year (2008–2009). These percentages were up slightly from 
2008–2009, in which 79 percent of administrators and 66 percent of 
UFT staff CC members had also served in the prior year. Committee 
members also tended to be veterans both in their current positions and 
in their schools. The majority of respondents had been working in their 

Table 5.1
CC Members, Percentages by Role and Method of Becoming a Member 
(2009–2010)

Statement
Principal 
(N=122)

Other 
Admin 
(N=104)

Teachers 
(N=253)

Other UFT 
Members 

(N=78)
Total 

(N=557)

I am the principal and 
am required to be on the 
committee 100 n/A n/A n/A 22

I was appointed by the 
principal to serve on the 
committee n/A 91 8 15 23

I was elected by UFT members 
to serve on the committee n/A 2 54 41 31

I was appointed or designated 
by UFT members to serve on 
the committee n/A 2 9 13 6

I am the UFT chapter leader 
and it was assumed that I 
would serve n/A n/A 21 20 12

I volunteered 0 3 8 12 6

Others 0 2 0 0 0

Total 100 100 100 100 100
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current schools for more than a year (only 2 percent of CC members 
reported that this was their first year at their schools), and most had 
been in their positions for at least several years. Again, this was similar 
to 2008–2009, in which 4 percent of CC members were new to their 
schools.

The Process for Determining Who Served on the CC Varied 
Considerably Among Schools

The case-study schools demonstrated differences in the processes for 
selecting CC members. A few of these schools adopted very formal and 
purposefully democratic systems for electing members—paying care-
ful attention to formal voting procedures and to identifying representa-
tives whom they trusted and believed would be fair. In one case-study 
school that differentiated the bonus distribution in past years, almost 
every interviewee indicated putting careful thought into whom they 
elected to serve on the committee, noting that they selected individuals 
because “they represented my ideas” or “I trust her judgment.” Other 
case-study schools made sure to elect or appoint members that prom-
ised to represent what they felt was the majority view supporting equal 
distribution of the bonus.

In contrast, the procedures at many other schools were less formal. 
Interviewees in these schools reported that UFT-represented members 
of the CC were typically not selected because the staff in the school had 
an explicit understanding of the elected individual’s position regarding 
the allocation of bonus awards. In general, only a few individuals had 
volunteered to serve on the committee, and they had not publicly stated 
their views prior to the vote (although this did occur in some schools, 
particularly those with strong preferences for an egalitarian distribu-
tion plan). In fact, in one case-study school, the principal appointed all 
CC members—a clear violation of the intent of SPBP.

The process was also highly charged in some schools. For exam-
ple, in one case-study school, the UFT-represented staff held a revote 
after one CC member who had been elected created some controversy 
by raising the idea of differentiating the payout. This individual later 
resigned from the CC in hopes of easing tensions in the school.
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Case-study schools also varied in choices involving UFT chap-
ter leaders and principal-designees. In some schools, the UFT chapter 
leader was a CC member—in some cases, they were formally elected; 
in others, it was just assumed they should serve. In still other cases, the 
chapter leader purposefully chose not to serve on the committee. In 
two cases, the UFT leader felt serving on the committee could lead to 
potential conflicts of interest in representing staff interests. In another 
case, the UFT leader wanted to give other staff an opportunity to lead 
and be exposed to school decisionmaking. A UFT leader in one school 
later regretted serving on the committee and felt “caught in the middle” 
of having to defend a decision to differentiate the bonus payout to staff 
she was supposed to represent. “I’m going to have a whole bunch of 
angry teachers around me,” She explained, “You are supposed to try to 
win the trust of the staff. [With] this, I’m losing the trust.” Although 
most case-study principals designated an assistant principal to serve on 
the committee, a UFT staff member (a data specialist) was appointed 
in at least one instance. In one large school, the principal rotated a dif-
ferent assistant principal onto the committee each year.

Interestingly, in a few schools, staff members reported learning 
over time how important it was to elect the “right people” to represent 
them on the committee, admitting that they had not thought seriously 
about the selection process in year 1. For example, in one school, UFT-
represented staff reported learning the importance of electing individu-
als to serve on the CC who could “stand up” to administration and 
make their voices heard.

If the intent of the CC was to ensure that decisions regarding 
bonus distribution among staff were school based and not driven 
by any particular stakeholder group, then CC membership was one 
important element supporting this objective. Overall, CC reports indi-
cate efforts very much aligned with SPBP guidelines and intent, and 
provide few indications that the selection process created major power 
imbalances. The data in some case-study schools, however, suggest that 
who served on the CC and how they arrived on the CC may have 
affected decisionmaking dynamics (e.g., one person dominating the 
process or CC decisions being perceived as not representing the will of 
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the majority). As discussed below, however, survey data indicate these 
problems were not widespread.

Most CC Reported the Decisionmaking Process Went Smoothly with 
Few Problems; a Minority of Schools Encountered Some Difficulty

As shown in Table  5.2, CC members felt that the decisionmaking 
process was fair, collegial, and inclusive. The overwhelming majority 
reported that their opinions and ideas were valued by fellow mem-
bers, that members had an equal say in determining the distribution 
plan, that they trusted their colleagues on the CC to make decisions in 
the best interest of all staff, and that it was easy for the committee to 
achieve consensus (as required by the policy). Further, very few (14 per-
cent) reported that some committee members dominated discussions.2

We found a similar pattern in the majority of case-study schools 
where CC members reported that achieving consensus was easy and 
that little conflict emerged. In some cases, respondents indicated that 
the requirement to reach consensus appeared to foster compromise. In 
these schools, individuals described agreeing to final decisions even if 
they were not entirely in favor of the decision in “the spirit of work-
ing together” and in recognition that failing to do so “means no one 
gets anything.” For example, in one middle school with a differenti-
ated distribution plan, administrators and UFT-represented staff on 
the committee cited several instances of conceding on certain points 
about which they felt strongly to reach consensus and not lose out on 
the opportunity to earn the bonus funds. “No one got exactly what 
they wanted,” explained one UFT CC member, “I was happy, because 
they [administration] gave in too.”

In other schools, staff reported little difficulty achieving consen-
sus because they purposefully did not open up discussion about differ-
entiating the distribution. These individuals believed it was not worth 
the risk of creating “disharmony” among staff.

2 Analysis of responses in a given school indicates fairly unanimous views. In schools with 
more than one respondent, 80 to 90 percent of respondents reported unanimous answers to 
the questions listed in Table 5.2. 
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In several schools visited in 2010, we were told that the process of 
achieving consensus became easier over time. By year 3, these schools 
had already developed ground rules and understood the program and 
requirements. As shown in Table  5.2, 60 percent of CC members 
agreed that the process of achieving consensus was easier in year 2 than 
in year 1. (It is not clear whether the other 40 percent, who disagreed, 
believed the process was harder than or just the same as the prior year.) 
Interestingly, the increasing ease of reaching consensus builds on what 
was already described as an easy process the prior year. In 2009, 51 per-
cent of CC members reported that it was “very easy” to achieve consen-
sus on how to distribute the bonus among staff in year 1, and 42 per-
cent described it as “somewhat easy: it required some discussion.” Only 
7 percent said it was “not easy: it required a lot of negotiation.”

Despite these positive reports, there is evidence that some schools 
struggled with the CC process. Slightly less than one-quarter (22 per-

Table 5.2
Percentage of CC Members Agreeing or Strongly Agreeing with Statements 
About the Committee Process (2009–2010)

Statement
All 

Members Admin UFT

I feel that my opinions and ideas were valued by 
other members of the committee 95 95 95

All members had an equal say in determining the 
final distribution plan 94 92 95

I trust committee members to make decisions in the 
best interest of all staff 94 95 93

It was easy for the committee to achieve consensus 
on how to distribute the bonus 89 89 89

[For those who were on the committee last year:] The 
process of achieving consensus on the development 
plan was easier this year compared to last year 60 55 64

Some committee members tended to dominate the 
discussion during the meeting(s) 14 13 15

nOTES: Statistically significant differences between Administrators and UFT staff are 
indicated in boldface (p < 0.05). Total numbers and percentage calculations exclude 
those who responded “don’t know/nA” to each item. See Appendix A for more 
detailed results on these items.
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cent) of CC members disagreed or strongly disagreed that teachers’ 
preferences were taken into account when developing the distribution 
plan—suggesting that not everyone felt the decisionmaking process 
was inclusive. Teachers were even more likely to question whether 
teacher preferences were factored into distribution plan decisions. In 
fact, as Figure 5.1 illustrates, only about one-half of teachers in both 
schools that won the bonus and schools that did not win the bonus felt 
that teachers’ preferences were taken into account when developing the 
plan, indicating that almost one-half felt otherwise.

Case-study data illustrate several ways in which a minority of 
schools struggled with the decisionmaking process. In a few case-
study schools, the assumption that equal numbers of administrator- 
and UFT-selected members and the requirement to achieve consensus 
would result in an “even playing field” was not necessarily realized. In 
some of these cases, principals were reported to have the final say on all 
decisions. There also were reports that the power differential between 

Figure 5.1
Percentage of Teachers and CC Members Agreeing or Strongly Agreeing 
with the Statement “Teachers’ Preferences Were Taken Into Account When 
Developing the Distribution Plan” (2010)
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the administration and staff played a role in the deliberation and led 
to some UFT staff feeling that they were pushed into decisions with 
which they were not entirely comfortable. As one teacher committee 
member explained,

We thought we were kind of strong-armed. It was like, the 
administrator came in with a game plan, and we didn’t. So it’s 
like the kids say, “too bad for us.” We should have had our plan, 
something in mind that we wanted to do and stood up for it, but 
we didn’t. . . . I have to be honest, a few people stopped talking to 
me. I felt bad because I’m here a long time. But you know what, 
they are talking to me again. So hey, it was a learning situation. I 
guess I wasn’t as strong as I thought I was. Because when I took 
the position [on the Compensation Committee], and they voted 
me in, I thought I would be able to stand up, but I wasn’t, I was 
kind of like “She’s an administrator, and we’ll kind of go with 
how she felt.” And we shouldn’t have.

In one case-study school, the power differential played out in 
more subtle ways. UFT CC members reported feeling uncomfortable 
with the principal’s idea of giving teachers receiving unsatisfactory (U) 
ratings no share of the bonus pool but agreed to do so because they 
believed it would only affect a few individuals. Later, when submit-
ting the final distribution plan to NYCDOE, they discovered that 
a substantial number of individuals had received U ratings and thus 
no bonus share. These UFT CC members were disturbed by the out-
come and admitted they would have “fought harder” against the deci-
sion to award $0 had they known the number of U-rated teachers. 
This asymmetry of information clearly privileged the principal in the 
decisionmaking process. The inclusion of evaluation data as criteria for 
differentiating the bonus raises a host of other concerns as well, includ-
ing questions about confidentiality. We were told on several occasions 
that CC members felt uncomfortable discussing teacher evaluations in 
committee.

Nowhere is the struggle around decisionmaking more clear than 
in one school (not in our case-study sample) that had to drop out of the 
program at the end of year 1 because the CC could not reach consensus 
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on its bonus distribution plan. Later, it became known that the school 
met 100 percent of its performance target and would have received 
more than $320,000 if the committee had agreed on the distribution 
scheme.

Distribution Plans: Staff Preferences and Final Plans

When determining awards, the key decision of each committee was 
whether or not to differentiate awards. The debates on equal versus 
differentiated awards involved both the range of awards and decisions 
about which factors might be used to differentiate the awards. This sec-
tion examines the preferences CC staff and teachers reported they had 
about differentiated as opposed to nondifferentiated bonus distribu-
tion, then goes on to an analysis of the plans submitted to NYCDOE 
and the factors reported to have been used in determining these plans.

As noted earlier, in the spring of each school year, each CC sub-
mitted a key piece of information to NYCDOE online: the amount 
of money, should the school win the bonus in the fall, that would go 
to each full-time UFT-represented staff member and any other staff 
member in the school that the committee determined should receive 
an award. Although the total amount awarded to a school was based on 
an equal dollar amount per full-time UFT-represented staff member, 
the committee can allocate the money evenly to staff or choose to dif-
ferentiate bonuses in any way they decide. For example, some might 
choose to give all staff the same bonus amount (no variation); others 
might differentiate amounts based on a staff member’s position, with 
teachers, for example, receiving one amount and secretarial staff 
receiving another amount (differentiation by job classification). Still 
others might choose to differentiate amounts within position type, for 
instance, varying teacher amounts based on a predetermined calcula-
tion, such as a teacher’s influence on student performance. Note that 
these plans include all schools participating in the program, not just 
those that ultimately won the bonus.
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Overall, CC Members—Especially UFT Committee Members—Voiced 
a Preference for an Equal Bonus Distribution Plan

More than one-half of all CC members reported that (1) they believe 
all UFT members should receive an equal share because all make 
important contributions to school success, (2) most of their teacher 
colleagues had expressed similar preferences for an equal distribution 
plan, and/or (3) they were reluctant to consider anything but distrib-
uting equal bonus amounts to all employees for fear that an unequal 
distribution would negatively affect school climate (Table 5.3). UFT 
members were in fact significantly more likely to agree with two of 
the three statements than their administrative counterparts. As one 
teacher CC member reported on the open-ended portion of the 2009 
survey, “everyone works hard together and succeeds or fails together 
and should share in the reward equally.”

Nevertheless, even though the majority of CC members believed 
in equal distribution, they seemed to make one exception to this belief: 
More than one-half agreed that staff receiving unsatisfactory evaluation 

Table 5.3
Percentage of CC Members Agreeing or Strongly Agreeing with Statements 
About Equal Distribution Plan (2009–2010)

Statement
All  

Members Admin UFT

I believe all UFT members should receive an 
equal share of the bonus because all staff 
make important contributions to the success 
of the school 63 50 72

Most teachers in our school have 
communicated to me or members of the 
Compensation Committee that they are 
opposed to anything but an equal share 
distribution of the bonus award money 61 58 63

I am reluctant to consider anything but 
distributing an equal share of the bonus to all 
employees for fear that unequal distribution 
will negatively affect school climate 59 47 66

nOTES: Statistically significant differences between administrators and UFT staff are 
indicated in boldface (p < 0.05). Total numbers and percentage calculations for each 
item exclude those who responded “don’t know.” See Appendix A for more detailed 
results on these items.
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ratings deserved a smaller share of the bonus pool than others received. 
There was far less support overall for differentiating the amount of 
bonus awards based on other potential program criteria, including the 
extent to which staff demonstrated exceptional performance, provided 
direct academic instruction, had assignments in tested grades and sub-
jects, and served as mentors or school leaders.

However, as shown in Table 5.4, administrators and UFT mem-
bers held disparate views regarding a differentiated distribution plan. 
For example, more than three-fourths of administrators agreed that 
U-rated teachers should receive smaller bonuses, while slightly more 
than one-third of UFT members agreed. In general, administrators on 
CCs were much more inclined to support differentiated bonus award 

Table 5.4
Percentage of CC Members Agreeing or Strongly Agreeing with Statements 
About a Differentiated Distribution Plan (2009–2010)

Statement
All 

Members Admin UFT

I believe staff with unsatisfactory evaluation 
ratings should receive less than others 55 79 38

I believe staff with exceptional performance 
should receive a larger share of the bonus than 
staff with lower levels of performance 34 57 25

I believe staff who provide direct academic 
instruction to students (e.g., classroom 
teachers) should receive a greater share than 
other staff with indirect and non–academic 
support to students (e.g., counselors, nurses) 32 41 26

I believe staff who do extra work at the school 
or work additional hours (e.g., tutor after 
school) deserve more than others 32 50 21

I believe teachers in subjects and grades that 
impact progress report scores deserve more 
than teachers in the other grades and subjects 18 25 13

I believe senior teachers who serve as mentors 
or school leaders deserve more than others 13 19 9

nOTES: Statistically significant differences between administrators and UFT staff are 
indicated in boldface (p < 0.05). Total numbers and percentage calculations for each 
item exclude those who responded “don’t know.” See Appendix A for more detailed 
results on these items.
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amounts for staff than were their UFT colleagues. In fact, almost three-
fourths or more of UFT committee members disagreed or strongly 
disagreed with these statements about differentiating bonuses to staff 
(excluding the question about U-rated staff).

CC Preferences for Egalitarian Awards Reflected the Opinions of 
Many but not All Staff Members in the Case-Study Schools

Consistent with the survey results and distribution plan data, many 
individuals we interviewed in the case-study schools expressed strong 
beliefs that all members of a school community contributed to student 
success and therefore deserved an equal share of the SPBP bonus. “We 
didn’t want anyone to feel excluded,” explained one UFT committee 
member, “We feel everyone works really hard here, from the secretary 
to the paraprofessionals. Everyone’s position was equally valued at the 
school.” Nevertheless, the committee in this school awarded smaller 
bonuses to nonteaching staff. Many case-study respondents felt just 
as strongly that an egalitarian distribution would contribute to greater 
cohesion and collaboration. Some interviewees also believed that no 
objective measures were available to “fairly” differentiate.

However, some interviewees were open to the idea of differen-
tiation and rewarding certain staff more for greater contributions or 
performance but did not attempt to do so, citing a fear that it would 
generate divisiveness among staff. This group of individuals viewed the 
egalitarian plan as “easier” and more palatable. “I don’t want people 
to get upset,” admitted one teacher who liked the idea of giving larger 
shares to tested-grade teachers but ultimately decided to support an 
egalitarian plan. One UFT chapter leader believed that deciding which 
staff members deserved more would be “destructive to the fabric you 
hope to create” in a school. A colleague in the same school concurred:

If you say certain teachers should get more, then I think you 
have jealousy and lack of collaboration which is a big-time part 
of teaching . . . When money starts to be the barometer of perfor-
mance, then I think you are going down a slippery slope of isola-
tion and alienation among faculty.
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NYCDOE and UFT leaders were not surprised that most schools 
did not differentiate bonus award payouts. As one NYCDOE leader 
explained, it would take a “big cultural leap to move in that direction.”

Nevertheless, a minority of individuals interviewed in case-study 
schools favored differentiation and the idea of rewarding staff who go 
“above and beyond” (a phrase we heard repeated across schools). These 
individuals were often younger staff, career-changers, or principals. 
One elementary school principal explained,

I think the grade 3, 4, 5 teachers should get a little bit more. 
Another thing I said that if anyone got a U-rating, you’re not get-
ting the bonus. Because then a wrong message is being sent. My 
attitude is that you get a paycheck twice a month. You’re here to 
do a job—you get paid to do a job. And you should look at the 
bonus as okay if you go above and beyond, then this is something 
that’s nice that somebody gives us.

Similarly, a teacher in a tested grade level at another elementary 
school felt strongly that schools should not reward “bad workers” or 
else everyone will “slack off.” This teacher implied that the system is 
not fair if it rewards individuals who do not work hard just the same 
as individuals, like herself, who come to school early to prepare, who 
stay in close contact with parents, and who continually develop new 
instructional materials.3

Teacher Survey Respondents also Supported Equal Awards but 
Mostly for Teachers

As Table 5.5 indicates, almost two-thirds of teachers indicated a pref-
erence for distributing equal shares of the bonus to all school staff. 
Yet, almost the same proportion of teachers also reported that non-
teachers should receive a smaller share than teachers. Only a minority  

3 Interestingly, on both ends of the egalitarian-to-differentiated spectrum, individuals 
defended their positions as being fair. One high school counselor defended an egalitarian 
plan by noting, “It was my understanding that it would be distributed evenly so that it was 
completely democratic, and no particular department or person would be eligible and more 
so that everyone in the building would work together as a team. It’s the most fair way—it’s 
very hard to figure out if you’re going to pay a person more.”
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(26 percent) believed that nonteaching staff should not be eligible for 
a bonus share.

The Distribution Plans Participating Schools Submitted Reflected a 
Strong Preference for Egalitarian Award Distributions

Using data from the NYCDOE Galaxy system, we studied the distribu-
tion of bonuses slated for every UFT staff member in every SPBP par-
ticipating school if the school earned the bonus. Across all 196 schools 
that participated in SPBP in 2010, 82 percent of all staff were slated to 
receive the modal or most common award for their school. The modal 
award ranged from $2,294 to $4,500 with a mean of $3,068; in 63 
schools (32 percent), the modal or most common award was $3,000, 
and in 179 schools (91 percent), it was within $500 of $3,000. Conse-
quently, the most common award amount was $3,000 in 2010, with 
29 percent of staff targeted to receive that amount. This was also the 
most common award in both prior years: 52 percent of staff were allo-
cated $3,000 in 2008, and 38 percent of staff were allocated $3,000 
in 2009.4

4 The greater proportion of proposed awards equaling exactly $3,000 in 2008 and 2009 
corresponds directly to a greater percentage of schools setting the modal award for the school 
to $3,000 (57, 41, and 32 percent for 2008, 2009, and 2010 respectively). It appears that 
many CCs balanced awards so that the most staff received exactly $3,000 in 2008. In later 
years, CC allowed the mode to go above or below $3,000 (more often above) rather than 
balancing awards that were not equal to the mode so that the mode could remain exactly 
$3,000.

Table 5.5
Percentage of Teachers Agreeing or Strongly Agreeing with Statements 
About Bonus Distribution Plans (2009–2010)

Statement Percentage

All building personnel should receive an equal share of the bonus 64

non–teaching staff should receive a smaller share of the bonus than 
teachers 62

non–teaching staff should not be eligible for a share of the bonus 26

nOTES: See Appendix B for more detailed results on these items.
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Even though the vast majority of staff were targeted for a single 
award in each school, there was a substantial range in awards from $0 
to $6,628 in 2010, which was somewhat greater than in the first two 
years of the program ($0 to $5,914 in 2008 and from $0 to $6,200 
in 2009). Adjusting for the number of staff within each school, the 
within-school average bonus amount proposed was $2,856.65 (SD = 
$183.24) in 2008, $2,840.88 in 2009 (SD = $191.61) and $2,811.91 
(SD = $186.95) in 2010. All the participating schools across all three 
years chose to disseminate bonus money to both teachers and nonin-
structional staff (e.g., paraprofessional, administrative assistant).5

Among staff members who were targeted not to receive the modal 
award, 86 percent were to receive less than the modal amount on aver-

5 NYCDOE determined the overall total award based on each school’s table of organiza-
tion (TO), which is a snapshot of the payroll on October 31, listing all staff employed at the 
school, sorted by UFT title and whether he or she was full or part-time. Participating schools 
were given this list and allowed to add any additional UFT-represented staff members they 
believed deserve a share of the bonus or remove names of individuals not deserving of a share. 
For example, CC members may decide to add to the list staff members who started work-
ing at the school midyear or remove individuals who left early in the year. Guidance from 
NYCDOE and UFT at information sessions to CC members in 2010 explained:

There may be employees on the TO who are not working at the school this year (sabbati-
cals, leaves, etc.) and the CC is under no obligation to award a bonus to them, though 
it can do so. The school receives $3,000 for the presence of these employees on the TO 
but the CC can distribute the available pool as it sees fit. (NYCDOE and UFT, 2010)

The guidance also reminded participants that the initial agreement between UFT and the 
NYCDOE setting up the program states: “the Compensation Committee shall presume that 
all UFT-represented staff employed at a school that meets the targets for the bonus have con-
tributed to the school’s achievement to some extent and therefore should share in the bonus” 
(NYCDOE and UFT, 2010). A school received $3,000 for every UFT member on the TO 
list. The Galaxy data included UFT members on the TO list and every member the school 
added—the universe of all members who were potentially eligible for an award if the school 
won the bonus. Hence, the total number of potentially eligible UFT members in a school 
could exceed the number on the TO list used to determine the total bonus to the school. 
Consequently, the average award for members in the Galaxy data or for all potentially eli-
gible members was often less than $3,000 per school. For example, suppose a school had 40 
eligible members on the TO list, the CC for the school would have $120,000 = 40 x $3,000 
to allocate. Now, also suppose the school added two members who joined its staff after Octo-
ber 31. The total potentially eligible UFT staff is 42, so the average award per total eligible 
staff is $120,000/42 = $2,857.14.



140    A Big Apple for Educators

age across school plans. Overall, 82 percent of distribution plans that 
included any deviations in award from the modal amount had only 
negative deviations. For the most part, the distribution plans schools 
used called for awarding a modest percentage of staff smaller awards 
than the per-staff total award and then readjusting the proposed awards 
for the remaining staff to receive equal allotments of the remaining 
total dollars. For instance a plan might identify one of the school’s 40 
staff members to receive one-half the award ($1,500) and distribute 
the remaining $1,500 evenly among the remaining 39 staff members, 
giving each an award of $3,038.

The tendency for most school distribution plans to award nearly 
all teachers the modal award also held in the first two years of the proj-
ect. In fact, the percentages of staff slated to receive the modal award 
were significantly higher statistically in the first two years of the pro-
gram than they were in 2010. In 2008, plans targeted 86 percent of 
staff on average to receive their schools’ modal awards; in 2009, the 
average rate was 85 percent.

The percentage of staff a school’s plan targeted to receive the 
modal award correlated across years. When plans called for relatively 
small percentages of staff to receive the modal award in one year, rates 
of staff receiving modal awards in the next year or even two years later 
were somewhat more likely to be lower. However, the correlation was 
generally weak and weaker between 2008 and 2010 than between adja-
cent years. Hence, it is not the case that schools developed plans that 
would result in significant variation in awards among their staffs and 
then consistently implemented these plans across years.

As Reported in the Case Studies, Most CCs Did Not Develop 
Completely Egalitarian Plans, but Most Avoided Judging 
Performance

Only 14 schools (7 percent) did not differentiate awards in some way 
among staff. The remaining schools had some differentiation in the 
awards for eligible staff. This was a decrease from the priors when 
9 percent did not differentiate in 2009 and 18 in 2008.

However, differentiation in most schools was limited to a small 
percentage of the staff, and the factors used to differentiate proposed 
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awards tended to be unrelated to individual performance and outside 
the individual staff member’s control. Data collected by the NYCDOE 
Galaxy system four-question survey on the design of the distribution 
plans provided information on the specific factors CCs used to deter-
mine awards for their staffs in year 3.6 The survey distinguished two 
types of differentiation of awards: excluding a staff member from the 
award pool (i.e., slating a staff member to receive no award) and dif-
ferentiating among members who shared in the award pool. Seventy-
six schools reported that at least some staff would be slated to receive 
no award.7 By far, the most common factor used as the basis for this 
determination was whether or not an individual completed the full 
year at the school (Table 5.6). Consistent with our case-study findings, 
24 percent of the 76 schools (18 schools) reported slating U-rated staff 
to receive no award. Attendance was the next most common factor 
(used by 7 percent of the 76 schools), and only one school reported 
using demonstrated low quality on the basis of student performance as 
a factor for not providing a bonus to staff.

6 The four survey items on the NYCDOE Galaxy survey were:

(1) In the distribution plan developed for your school this year (2009–2010), if your school 
meets its Progress Report performance target, would any full-time UFT staff members 
receive $0 or no share of the bonus award pool? (Select One); (2) On what basis would indi-
viduals receive no share of the bonus award pool? An individual would receive no share if 
he/she . . . (Select All that Apply); (3) In the distribution plan developed for your school this 
year (2009–2010), if your school meets its Progress Report performance target, would every 
employee put on the list—excluding those who received $0—receive approximately the same 
share of the bonus award pool (e.g., everyone receiving about $3000)? (Select One); (4) On 
what basis would individuals receive more versus less of the bonus award pool? The plan 
awards more or less of the bonus based on . . . (Select All that Apply).

Only respondents reporting staff could receive an award of $0 on Question 1 were asked 
Question 2. 
7 Three schools did not complete the Galaxy survey, and 177 reported that they either 
gave some staff awards of zero or differentiated awards. Nine of the 16 schools that did not 
report differentiating awards on the survey actually showed differentiation in their proposed 
awards. Similarly, in six of the schools that did not differentiate awards indicated that they 
did in their survey responses. This could indicate errors in reporting or that respondents 
reported factors that would be used to set awards, if applicable, even if some were not appli-
cable. For instance, a respondent might report that a U-rating would be used to withhold an 
award, if that were CC policy, even if no staff members actually had a U-rating. 
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Schools also reported the factors they used to determine the 
amount of the awards allocated to staff who were scheduled to receive a 
share of the bonus. Again, time in the school, in terms of working full 
time or part time or full year or part year, was by far the most common 
set of factors. About one-sixth of schools used individuals’ attendance 
as a factor. Less than 10 to 15 percent of schools reported relying on 
evaluations of staff performance or job titles, and even fewer relied on 
type of assignment. Twenty schools (just over 10 percent) reported fac-
toring in seniority, which the formal SPBP explicitly prohibited. Only 
7 percent of schools (13 schools) reported using U-ratings to determine 
awards. Finally, just 4 percent (8 schools) and 3 percent (6 schools) of 
CCs reported performance-based value-added or other student achieve-
ment, respectively, as a factor. Table 5.7 summarizes the percentages of 
schools using various criteria for differentiation.

Table 5.6
Percentage of Schools Withholding Awards from One or More Staff 
Members That Report Using Criterion to Decide Which Individuals Receive 
no Share of the Bonus Award Pool

Factor

Percentage  
of 76  

Schools

Does not complete the full year at the school (e.g., a midyear entrant/
departure) 79

Is a U–rated staff member 24

has a part–time assignment at the school (e.g., split between multiple 
schools) 14

has low attendance during the school year 7

Demonstrates a lower quality of performance based on other student 
achievement results (e.g., periodic assessment results) 1

Member refused 1

Member had charges pending 1

nOTE: An additional 2 percent of schools reported not knowing the reason.
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Table 5.7
Percentage of All Schools Reporting Using Specific Criteria to Differentiate 
Bonus Shares

Factor

Percentage 
of All  

Schools

whether individuals had a full–time or part–time assignment at the 
school 49

whether individuals completed the full Year at the school compared to 
midyear entrants or departures 41

Individual attendance during the school year 17

Other means or means unknown 16

whether individuals had a job title that involved direct instructional 
work with students 14

whether individuals had a job title of teacher or classroom teacher 10

Individual length of service at the school or in the nYC school system 10

Designation as U–rated staff member 7

Individual quality of performance based on an evaluation of practice, 
such as formal evaluation by supervisor 5

hours individuals devoted to school activities (e.g., clubs, lunch duty) or 
additional responsibilities (e.g., team leader grant writing) 5

whether individuals had an assignment related to tested subjects and 
grades (e.g., ELA teacher, math coach) 4

Individual quality of performance based on value–added assessment 
results 4

The average salary for their job title (e.g., everyone received a fixed 
percentage of the average salary for their job title) 3

Individual quality of performance based on other student achievement 
(e.g., periodic assessment results) 3

whether individuals had an assignment related to high-needs students 
(e.g., special education, ELL) 1

pro–rated F–status teachersa 1

a A per diem full- or part-time employee engaged for a full term but for less than 
five full days per week (e.g., for 2 days a week).
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Case-Study Schools Provide Insights into How Factors Were Used to 
Determine Bonus Awards Among Staff

To understand better how and why committees differentiated bonuses 
among staff, one of our sampling criteria for case-study schools was the 
degree of differentiation in their plans, with oversampling of schools 
that differentiated substantially. Of the seven case-study schools we 
visited in 2009, five differentiated the bonus to some degree in year 1. 
In 2010, five case-study schools had some level of differentiation of 
bonus payout within their plans in one or multiple years of the pro-
gram. In some cases, differentiation was based mainly on job title and/
or subject taught. For example, two of the 14 schools allocated smaller 
bonus shares to some or all paraprofessionals, secretaries, guidance 
counselors, and social workers so that more could be awarded to some 
or all teachers. In one school, the extra money generated from giving a 
smaller portion to each paraprofessional and secretary was used to fund 
bonuses for substitute teachers who had spent most of the year in the 
school covering for absent teachers. Two other schools differentiated 
shares within the group of classroom teachers, giving larger bonuses to 
staff viewed as driving test scores and responsible for test scores, which 
factored into Progress Report targets. One middle school allocated 
more to teachers of “core content” subjects (ELA and mathematics), 
while another school gave more to upper elementary grades.

In contrast, five of the schools we visited chose to differentiate 
at least some of the bonus shares based on performance or perceived 
merit rather than job title or role. One school provided all staff with 
a guaranteed equal share of the bonus pool and then allocated addi-
tional funds to staff who demonstrated that they had devoted time to 
at least five specific types of school activities or additional responsibili-
ties, such as overseeing lunch detention, writing grants, and leading a 
professional development session. Maintaining 90 percent attendance 
and 0 percent “lateness” was another factor that could qualify in the 
list of five. Thus, performance was based on demonstrated extra effort 
or time.

In four other schools, decisions about how to differentiate the 
bonus were based on committee discussions about who they felt con-
tributed more or less to the school’s success rather than explicit objec-
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tive criteria. In one of these schools, CC members described basing 
these decisions on attendance in schools, principal and teacher-led 
observations, and general perceptions of individuals’ efforts or willing-
ness to go “above and beyond.” Some acknowledged that the decision 
was not always based on objective criteria, noting that “one person got 
whacked by the principal for pissing him off.” In other schools, CC 
members could not provide a concrete description of criteria used to 
award some staff more or less of a share but instead explained that “we 
know the ones who participate.” As described further below, this lack 
of objective criteria created some anger and resistance among staff. As a 
result, one of the principals we interviewed in year 2 backed away from 
supporting a merit-based plan in year 2, and another principal made 
some adjustments to the process in year 2, such as asking staff to nomi-
nate individuals they felt deserved larger bonuses.

Across time, the majority of case-study schools made only minor 
changes to their distribution plans. Although many schools adjusted 
aspects of the plan—for example, adding a few individuals to the list 
of recipients, prorating for time spent in the building, or giving less or 
$0 to U-rated staff—schools generally did not make wholesale changes 
in their overall approach to distributing funds. In many respects, the 
egalitarian or differentiated approaches became highly institutional-
ized within the school, and staff appeared unwilling to and uninter-
ested in considering major changes over time. As discussed below, 
attempts to move toward more differentiated approaches generated sig-
nificant backlash in some cases. We observed a few exceptions to this 
pattern of stability over time. For example, one school adopted a highly 
differentiated distribution plan in year 3 after two years of having an 
egalitarian plan. In this school, the principal—in violation of SPBP 
rules—appointed the other three members to the CC, two of whom 
were new to the school.

Most Distribution Plans Did Not Use Individual Performance When 
Determining Awards, but Those That Did Had Greater Variability in 
Awards

The CC member survey responses suggest that committees took three 
somewhat distinct approaches to developing plans: (1) a completely 
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egalitarian approach, in which all staff members, regardless of individ-
ual effort or performance or percentage of time worked at the school, 
received exactly the same amount; (2) a differentiated approach, with 
amounts based in part on individual performance; and (3) a differenti-
ated approach, with amounts based only on job titles, the proportion of 
the school year the staff member had worked in the school, or whether 
he or she had worked at the school full time. All three methods appear 
to have been chosen in part based on the different opinions about what 
was fair and what type of performance was appropriate to reward.

Overall, we identified 14 schools with a completely egalitarian 
approach to awards in 2010. Survey responses indicate that, of the 
remaining 182 schools, 60 (31 percent) rewarded staff partly on the 
basis of individual performance, and 122 (69 percent) differentiated 
awards only on the basis of factors other than individual performance.8

Schools were classified as differentiating on the basis of individual per-
formance if they reported they had provided no awards to staff with low 
attendance, a U-rating, or lower quality of performance as measured by 
value-added assessment results or if they reported determining nonzero 
award amounts on the basis of individual attendance; quality of per-
formance based an evaluation of practices, such as formal evaluation 
by supervisor; other student achievement results; or value-added, or 
hours individuals devoted to school activities (e.g., clubs, lunch duty) 
or additional responsibilities (e.g., team leader grant writing). Eighteen 
schools reported plans that would reward no bonuses to U-rated staff; 
only one school reported withholding bonuses on the basis of value-
added. Attendance was the most common individual performance 

8 In all, 193 schools responded to the Galaxy four-item survey. The schools that did not 
respond were scored as not having differentiated using individual performance because data 
on parallel items from the RAND CC member survey for the three schools indicated that 
they did not use individual performance for determining award amounts. Responses to the 
items on the RAND CC member survey that were parallel to the Galaxy items suggested 
that four additional schools might have differentiated awards using individual performance. 
The results reported here, other than the number of schools in each group, remained virtu-
ally unchanged when we included these schools in the group that differentiated on the basis 
of individual performance. However, inconsistencies in the CC member responses led us 
to believe the Galaxy data were more reliable. Hence, we report results based only on the 
Galaxy data.
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indicator used to determine award size (33 schools). Fourteen schools 
reported using U-ratings to determine award sizes for staff receiving 
awards, and only four of these schools were among the 18 that used 
U-ratings to withhold bonuses. Ten schools reported using quality of 
performance based on an evaluation of practices to determine awards; 
nine reported using hours devoted to school activities; eight reported 
using quality of performance based on value-added; and six reported 
quality of performance based on other student achievement. Sixty per-
cent of schools reported using only one criterion to determine awards, 
but the remaining schools combined criteria, most often combining 
attendance (13 schools) or U-ratings (10 schools) with other measures. 
For 26 of these schools, attendance was the only personal performance 
measure used in determining awards. The remaining 34 schools (17 
percent of all schools) used at least one other performance indictor in 
determining awards.

Compared with schools that did not consider individual perfor-
mance to determine awards, distribution plans from schools that used 
individual performance as at least one factor for determining awards 
were less likely to award staff the modal award for their school. On 
average, schools using individual performance to determine bonus 
awards targeted 74 percent of their staffs to receive the modal awards; 
on average, other schools that differentiated awards targeted 82 percent 
of their staffs to receive the modal award. This 8-percentage-point dif-
ference is statistically significant. Distribution plans from schools that 
used individual performance for determining awards called for about 
4 percent of their staffs on average to receive zero dollars. In contrast, 
plans from other schools that differentiated awards awarded zero dol-
lars to only about 2 percent of their staffs on average. Again, this differ-
ence between schools is statistically significant. However, the average 
amount that awards deviated from the modal award differed only by 
about $103 between these two groups of schools, and this difference 
was not significant. In sum, the distribution plans of schools that used 
individual performance in the determination of awards were much 
more likely to differentiate awards than other schools.

The Gini Coefficient is commonly used to quantify the extent of 
deviation from a uniform disbursement (Gini, 1912). A low value for 
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the Gini coefficient indicates a more egalitarian award distribution plan 
(0 denotes equal awards to all staff), and a larger value indicates a more 
unequal distribution (100 indicates perfect inequality). For instance, 
one award distribution with a Gini Coefficient of 1 awarded for 89 of 
91 staff $3,000 and the remaining two staff (both paraprofessionals) 
$1,500. An example of a plan with a Gini Coefficient of 5 awarded 
$3,000 to 56 of 59 staff and zero for one teacher and two administra-
tive support staff. Even Gini Coefficients of 20 correspond to only mild 
deviations from uniform allocation. For instance, in one plan with a 
Gini Coefficient of 20, 29 of 50 staff, including all five paraprofession-
als, one of two administrative assistants, and one of three administra-
tive support personnel, received $2,000; 20 of the staff, including 18 
of 21 teachers, received $4,500; and one teacher was allocated nothing.

The Gini coefficients of all schools were generally very small 
because very large percentages of staff were targeted to receive the 
modal awards at the schools. However, the distributions of awards 
in schools that used individual performance in the determination of 
awards were less egalitarian than other schools. The average Gini Coef-
ficient for schools that used individual performance in determining 
awards was 12.0, while it was only 8.0 for other schools that had some 
deviation in awards.

Figure 5.2 highlights the differences among the groups and shows 
the general distribution of planned awards for all SPBP schools in 2010. 
The top panel displays each school’s Gini Coefficient. Schools that used 
individual performance in the determination of awards are denoted by 
red dots, and other schools are denoted by black plus signs. The vast 
majority of values were very small, indicating limited deviation from 
uniform allocation of bonus awards. Schools that used individual per-
formance in determining the awards were spread across the range of 
Gini Coefficients but were concentrated at the top of the distribution, 
indicating that the awards were more variable and less uniform at these 
schools.

The bottom panel of Figure 5.2 summarizes the award distribu-
tion plan for each school participating in SPBP. The figure plots the 
range of awards as a vertical light gray line, with the upper end of the 
line at the maximum award and the lower end at the minimum award. 
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For each school, the range from the 25th to 75th percentile in awards is 
plotted as the vertical black or red line (25th percentile at the lower end 
of the line and 75th at the upper end; red lines are used for schools that 
used individual performance in determining awards and black lines 
are used for all other schools), and the median award is plotted using 
a plus sign. As shown in the figure, most schools do not have black or 
red vertical lines, indicating that a very large majority of the schools 
participating in SPBP had no variation in bonus awards between the 

Figure 5.2
Gini Coefficients and Award Distributions by SPBP Schools for the 2010 
School Year (schools using individual performance in determining awards 
highlighted in red)
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25th and 75th percentile. For these schools, at least 50 percent of the 
staff would receive the same bonus amount if the school were to earn 
a bonus; in only handful of schools (those with Gini Coefficients over 
20) was the variation between the 25th and 75th percentiles sizeable. 
Figures for the early years are quite similar (see Appendix C).

The 26 CCs that used performance factors other than attendance 
when determining awards were even more likely to differentiate awards 
than the other CCs for which attendance was the only personal perfor-
mance measure used in determining awards. On average, only 70 per-
cent of staff received the modal award for these schools, compared with 
80 percent for schools that did not use factors other than attendance.

Award Distribution Was Not Related to Whether the School Had 
Won the Bonus in the Past, but Award Distribution Was More 
Egalitarian in Larger Schools

Neither the change in the level of differentiation that the Gini coef-
ficient measures nor the percentage of staff not receiving the modal 
award for the school is related to whether or not a school won a bonus 
for the previous year’s performance. Schools decreased the proportion 
of staff slated to receive the modal award for their schools each year, 
but the changes were similar for schools that did and did not earn a 
bonus in the previous year. Similarly, the Gini coefficients increase or 
essentially stay the same across years, and the changes are very simi-
lar for the schools that did or did not earn a bonus the previous year. 
Thus, it does not appear, on average, that schools used differentiation 
in response to their performance in the previous year.

Similarly, reported use of differentiation did not predict whether 
or not a school would win a bonus in the current or next year (even 
after controlling for the schools prior year bonus status). This is true for 
the level of differentiation the Gini coefficient measures, for the per-
centage of staff not receiving the modal award, and for whether or not 
the CC reported using personal performance (with or without atten-
dance) to determine awards.

Either the level of differentiation the Gini coefficient measures or 
the percentage of staff not receiving the modal award for the school is, 
however, related to school size as measured by the number of eligible 
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staff. In general, larger schools (those with more eligible staff) had sig-
nificantly less differentiation of awards. Overall, size was unrelated to 
whether or not a school differentiated, but among schools that differ-
entiated awards, there was a significant negative relationship between 
the Gini coefficient and size every year and between the percentage of 
staff not receiving the modal award and size in 2009 and 2010, with 
a negative but nonsignificant relationship in 2008. The relationships 
were strongest in 2009. For instance, among schools that differenti-
ated awards, the average percentage of staff receiving the modal awards 
for schools below median size in 2010 was 23 percent, but it was only 
17 percent for schools above median size that year. In 2009, the num-
bers were 22 and 14 percent. Thus, although one may expect larger 
schools to have a higher potential for “free riders” and a greater incen-
tive to differentiate awards by individual performance to motivate all 
individuals to improve performance, our findings do not support this 
supposition.

Response to Distribution Plans

This section examines staff responses to the bonus distributions—both 
the plans and the actual payouts that occurred in schools earning the 
bonus.

Distribution of Bonus Shares Went Smoothly in Most Schools; Only 
a Minority of Respondents Reported Distribution Problems in Their 
Schools

Overall, according to the majority of respondents in 2010, the distribu-
tion of bonus shares appeared to go very smoothly and was perceived to 
be quite fair. Nevertheless, a significant minority of teachers reported 
problems. For example, 18 percent of teachers reported that their CCs 
had distributed the bonus money unfairly. As Table 5.8 illustrates, less 
than one-third of CC respondents reported that colleagues had been 
left off the list of individuals receiving checks or that colleagues were 
upset about the unfair distribution of the bonus. These numbers were 
slightly higher in 2009 (although differences are not statistically sig-
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nificant), suggesting in particular that CC members were more aware 
of the need to check the official Table of Organization sent to them by 
NYCDOE and add staff who might have been missing from this list.

In case-study schools, CC members reported taking great care to 
account for all staff contributing to their school’s performance, includ-
ing long-term substitutes and other individuals who had been left out 
in previous years. Only one school visited in 2010 reported problems 
with distribution implementation in year 2. In this school, CC mem-
bers required staff to apply for receipt of what was deemed the “incen-
tive pool.” Some staff were reported to have missed the application 
deadline and did not receive bonus shares despite qualifying for these 
funds and, in many cases, reporting that they were unaware of the 
deadline. In response to the fallout, in year 3, CC members changed 
the process to ensure this scenario would not repeat.

NYCDOE and UFT leaders reported relatively few problems 
with the distribution process. Neither NYCDOE nor UFT said they 
received many complaints each year, although they did hear from some 

Table 5.8
Percentage of CC Members Agreeing or Strongly Agreeing with Statements 
About Bonus Distribution (2009–2010)

Statement
All 

Members Admin UFT

Some staff at our school chose to donate a portion 
of their bonuses to someone who was otherwise 
ineligible (e.g., non–UFT represented staff, 
volunteer, security agent) 28 23 31

Some staff members at our school were upset about 
the unfair distribution of bonus award payments 23 21 24

Some staff members at our school who should have 
received a share of the bonus award pool were left 
off of the list of individuals receiving checks 17 12 20

Some staff members at our school chose to donate 
their bonus awards to the school 6 5 6

nOTES: Statistically significant differences between Administrators and UFT staff are 
indicated in boldface (p < 0.05). Total numbers and percentage calculations for each 
item exclude those who responded “don’t know.” See Appendix A for more detailed 
results on these items.
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people who should have received bonus dollars who were omitted in 
both the first and second years of the program from the list the school 
submits to NYCDOE. “There were a fair number of people left out,” 
said one official, “People were saying, ‘I didn’t get my bonus and I was 
at this school.’ The school hadn’t put them on the list. If this informa-
tion does not come out until after the payout occurs. . . then there’s 
nothing that can be done. There’s no more money.” Despite these prob-
lems, none reached the level of an official appeal to the oversight com-
mittee.

Interestingly, more than one-quarter of survey respondents 
reported that some staff at their school donated a portion of their bonus 
to individuals who were otherwise ineligible to receive a share, such 
as non-UFT-represented staff members and volunteers. Fewer reported 
that some staff donated their bonuses to the school.

Differentiated Distribution Plans Were Seen as More Risky Than 
Egalitarian Plans and, Once Implemented, Generated a Significant 
Backlash in Several Case-Study Schools

In a few case-study schools that pursued differentiation, there was evi-
dence that those fearing negative consequences were accurate in their 
predictions. Several schools faced fallout from staff members after they 
discovered that some individuals received a greater share of the bonus 
than others. In one school, a small group of individuals expressed dis-
satisfaction with the amounts they had received relative to others, and 
one tried to file a formal grievance (later discovering it was not possible). 
In two other schools, this conflict centered on the lack of transparent, 
objective criteria for differentiating bonus shares. In both schools, staff 
felt they had not received clear information about the basis for award-
ing some staff more than others and speculated over possible favoritism 
on the part of CC members. In turn, many questioned the fairness of 
SPBP. Some schools appeared to understand the potential for conflict 
resulting from a differentiated plan more than others. For example, one 
school declared that members of the CC were ineligible for a greater 
share of the bonus to avoid the perception of a conflict of interest. In 
contrast, in another school that did not take this into consideration, 
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several staff members who received a lesser amount questioned the fair-
ness of the process in which committee members earned more.

A UFT leader’s attempt in one school to engage the faculty in a 
discussion about the possibility of giving a greater share of the bonus to 
certain staff—using classroom teachers and tested-grade teachers as an 
example to spark conversation—created significant tension. Although 
the leader’s intent was to push staff to think about and discuss the 
issue, the result, according to the principal, was that he “stirred up con-
troversy.” Many individuals reported that “it got crazy” and “unpleas-
ant” with many colleagues feeling angry about the implication that 
they did not work as hard. One teacher reported that it took weeks 
to “calm people down.” For another teacher, the experience raised the 
question of “Is this program worth it? Enough to make it an unpleas-
ant place to work?” Eventually, the UFT leader (who had been voted 
to participate on the CC) stepped off of the committee and called for a 
revote to avoid escalating tensions further.

The Bonus Distribution Plan Was Opaque in Many Case-Study 
Schools, Particularly in Those That Differentiated Award Amounts

Another indicator of the highly charged nature of differentiated plans 
is the fact that many CCs and school leaders that created such plans 
purposefully limited communication about them. Some did not intend 
to share their plans with staff until NYCDOE publicly announced 
the bonuses and their schools had, in fact, received the bonus. Others 
intended to keep their plans secret even after the bonus announcement, 
in hopes that they could let the information “slide under the radar.” 
These individuals believed that it was not worth unnecessarily “rock-
ing the boat.” One principal admitted, “I just feel like they [staff] don’t 
need to know.”

In fact, in recruiting schools to participate in our first year of case 
studies, we contacted the principal of a school that developed a highly 
differentiated distribution plan in year 1 who refused our request to 
visit, citing concerns that our visit would “stir things up.” The principal 
explained that they had built a strong community this past year and 
implied that questions about why certain staff members received more 
funds than others might threaten that harmony.
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We interviewed many individuals in schools with differentiated 
plans that had won the bonus who either did not know whether they 
had received more or less than colleagues or, if they were aware of 
receiving more or less, did not know why. When asked why some indi-
viduals received more or less, one paraprofessional replied, “I assume 
it is because whoever is on the committee felt that they didn’t do their 
job as well that year.” In some cases, the lack of transparency created 
discomfort for individuals who knew they had received more than a 
friend or knew why a colleague had received less but did not want to 
give them this information or felt awkward possessing such privileged 
information. The lack of transparency also led some to question the 
motives or ethics of CC members. For example, some individuals ques-
tioned why certain staff serving on the CC earned larger shares than 
those not on the CC. In other cases, we were told of rumors about 
individuals perceived to be “the principal’s pet” receiving more than 
other staff. A few individuals identified the lack of transparency as a 
problem and recommended that there be full disclosure of distribution 
plans. At least one school that experienced some staff fallout over the 
lack of transparency made a conscious effort in year 3 to publicize the 
distribution plan before the end of the year.

Even in schools that did not have highly differentiated plans, 
there were many instances of CC members making minor adjustments 
to dollar amounts or adding individuals to the list of recipients but 
never sharing the rationale for these decisions publicly.

Summary and Discussion

Our data suggest that the CC process was implemented fairly smoothly, 
although there is evidence that some schools encountered some diffi-
culty in the decisionmaking process. More specifically,

• Schools formed their four-person committees and generally fol-
lowed guidelines regarding membership and procedures (although 
not all UFT CC members were formally elected).



156    A Big Apple for Educators

• Most CC members reported that the decisionmaking process 
was fair, collegial, and inclusive and that reaching consensus 
was easy—although some other survey and case-study data sug-
gest otherwise. For example, 44 percent of teachers disagreed 
or strongly disagreed that teachers’ preferences were taken into 
account when developing the distribution plan. Also, some CC 
members questioned whether the requirement that UFT-repre-
sented staff make up one-half of the members truly guaranteed 
an even playing field and spoke about power differentials that 
played out between administrators and UFT members in com-
mittee deliberations.

Consistent with strong preferences for egalitarian award distributions, 
schools tended to keep awards as uniform as possible in their distribu-
tion plans. In particular,

• CC members—particularly UFT-represented members—voiced 
a preference for an equal distribution plan. More than one-half 
reported that all school personnel should receive an equal share 
of the bonus and that they were reluctant to consider anything 
but equal distribution for fear that unequal distribution would 
negatively affect school climate. Administrators on the CC were 
significantly more likely to support differentiating bonus awards 
than their UFT counterparts.

• Almost two-thirds of teachers indicated a preference for equal dis-
tribution, yet almost the same proportion also reported that non-
teachers should receive a smaller share than teachers.

• The most common individual bonus amount awarded to staff in 
the plans was $3,000 in all three years.

• Differentiation was limited in all three years. Most staff received 
the same award amount. In fact, 82 percent of staff were slated to 
receive the most common or modal award for their school.

• Differentiation tended to involve a few individuals being allo-
cated less than others, which is consistent with the survey and 
case-study reports, which suggested that such factors as midyear 
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entrance and part-time status at the school were the primary fac-
tors for differentiation.

• Inconsistent with the notion that larger schools might use differ-
entiation to offset free riders, larger schools actually tended to be 
less likely to differentiate awards.

• Among the schools that did not provide equal shares to all staff, 
the most common factors used as the basis for differentiation were 
whether an individual had a full-time assignment at the school or 
completed the full year at the school.

• About 31 percent of schools considered individual performance, 
such as absences, U-ratings, or other performance ratings, when 
determining the bonus.

• Schools that considered individual performance when deter-
mining bonuses were more likely than others to award staff less 
than the modal awards and more likely to award staff no money. 
Schools that used individual performance in the bonus determi-
nation generally tended to have greater disparity in their awards, 
suggesting that, as the criteria considered for differentiation 
expanded, a greater number of staff met them.

• As supported by the case studies, schools that differentiated based 
on performance factors appear to have accepted differentiation as 
desirable, used a greater array of criteria for differentiating awards, 
and consequently gave more staff no awards and more staff some-
thing other than the modal award at the school.

• However, most of these schools remained cautious about deviat-
ing from egalitarian awards. On average, 74 percent of staff in 
these schools received the modal award for their schools, and in 
these schools, the large majority of staff typically received the 
modal award.

Although schools receiving the bonus reported no widespread 
problems, several case-study schools encountered difficulties when 
implementing differentiated distribution plans. In particular,

• The distribution process was reported to run fairly smoothly, and 
only a minority of CC members reported that staff were left off 
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the list of recipients or upset with a perceived unfair distribution. 
None of the reported problems reached the level of official appeal 
in any year of the program.

• In several case-study schools, there was fallout when staff mem-
bers considered the decisions and criteria used to differentiate as 
being opaque and subjective. Some schools, particularly those 
with differentiated plans, also did not communicate the final dis-
tribution plans to staff.

Although some case-study schools reported that power dynam-
ics were at play and that a significant minority of teachers doubted the 
extent to which final plans reflected teacher preference, the final dis-
tribution plans they submitted to NYCDOE clearly indicate that the 
egalitarian preferences that UFT-represented CC members and teach-
ers embraced had won out. Thus, even though many administrators 
serving on the CC expressed a preference for differentiating bonuses 
based on teacher evaluations, performance, and effort, very few school 
plans ultimately differentiated, and few schools reported using these 
criteria to differentiate. These findings confirm the strong egalitar-
ian norms known to characterize the teaching profession (Lipsky and 
Bacharach, 1983). They are also consistent with the experiences of the 
GEEG program in Texas, in which teachers in general designed egali-
tarian plans for their schools.

Even though many principals approved of differentiated plans, 
and even some UFT-represented staff indicated a willingness to differ-
entiate based on U-ratings, the vast majority of CCs developed fairly 
egalitarian plans. It is possible that anticipated fallout resulting from 
differentiated plans—as some case-study schools experienced—may 
have dissuaded CC members from actively pushing for differentiation. 
Our interviews suggest this may also be driven in part by CC mem-
bers wanting to avoid being seen as evaluating their peers’ performance 
(one interviewee questioned whether such reviews were even ethical). 
It is also possible that the requirement for consensus further compelled 
those favoring differentiation to set aside their preferences to preserve 
the school’s opportunity to receive the bonus. The CC process may 
thus have succeeded in ensuring a school-based decision for distribut-
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ing bonus shares, but it did not produce differentiation based on indi-
vidual performance as some leaders had hoped it would.

In the end, awards were set to a constant amount or determined 
by very objective measures that differentiated the amount of work or 
the task. The exceptions were U-ratings and attendance. Attendance is 
again a very quantified measure of time on task. A U-rating is a formal, 
well-established measure of very poor performance. CC might have 
viewed it as a safe, objective measure that most staff would accept as an 
indication that someone had not performed an equal job. Other per-
formance measures are less well established and would have required 
creating rules correlating evaluation scores to a bonus amount—for 
instance, determining what was sufficiently poor performance to war-
rant no award. Consequently, use of such measures was rare.

Given the limited amount of differentiation instituted in the school 
distribution plans, the program generally did not include a mechanism 
to directly reward individual performance for the vast majority individ-
uals. It is unclear whether this would have been necessary to motivate 
change. The theory is equivocal on this issue, but argues for increased 
collaboration and lack of competition with group awards. Empirical 
results are also mixed. Some research suggests that group awards can 
be more effective than individual awards (e.g., Condly et al., 2003), 
but international studies contradict this (see earlier literature review). 
Recent experiments find neither individual nor group awards yielded 
better student outcomes. Regardless, if program designers want some 
amount of individual differentiation of awards, SPBP CC experience 
suggests more guidance or stronger guidelines for the committee may 
be necessary. Differentiation did increase over time, so it is possible 
that time would yield more differentiation, but the rate of change was 
very small, and the base rate was very low. At the current pace, large-
scale differentiation would be unlikely to occur for a very long time.
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ChApTEr SIx

Implementation of the Schoolwide Performance 
Bonus Program: Perceived Effects of the Bonus 
and Program Participation

Implicit in the SPBP’s theory of action was a hypothesis that partici-
pating in the program would result in several intermediate outcomes 
that would ultimately improve student achievement. First, the program 
was expected to influence a school’s improvement efforts and lead indi-
viduals to work together to implement strategies that would increase 
the probability of improving its Progress Report grade and winning a 
bonus. Under a schoolwide pay-for-performance program (and most 
accountability schemas), one would also expect schools to focus on 
what gets measured and used as criteria for winning the bonus, in this 
case, the key components that make up the Progress Report grade and 
target. Second, participation was expected to influence individuals by 
motivating staff members to improve their practices, collaborate more 
frequently, and/or remain at their then-current schools to help meet 
school goals.

This chapter examines the perceived effects of program participa-
tion on school improvement efforts and on individuals. While Chapter 
Seven presents direct estimates of program effects on student achieve-
ment, Chapter Eight presents a direct estimate of the effect of partici-
pating in SPBP on reported behaviors and attitudes through a com-
parison of teachers in SPBP and control schools. Perceptions of effects 
might not align with actual effects for many reasons, which we will dis-
cuss later. However, perceptions provide insights into how staff viewed 
the program and how they viewed their interactions with it. These data 
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can be valuable for interpreting the results in Chapters Seven and Eight 
and for determining how to modify a program to make it most effec-
tive at yielding its desired outcomes.

This chapter addresses the following research questions:

1. What perceptions did staff members have about SPBP’s effects 
on school improvement efforts?

2. What perceptions did staff members have about SPBP’s effects 
on individuals, including themselves, other colleagues, and stu-
dents?
a. What were the reported effects of winning or losing the 

bonus on practices and motivation?

School Improvement

This section addresses staff reports on how SPBP participation influ-
enced school improvement efforts and the extent to which it led indi-
viduals to work together to implement specific improvement strategies.

More Than One-Half of CC Members Reported That Participation 
in the Program Increased Their Focus on a Variety of School 
Improvement Areas, Particularly Those Measured by and Factored 
into the Calculation of Progress Reports

Approximately two-thirds of all respondents reported that participating 
in SPBP had caused them to focus either slightly or significantly more 
on many areas of school improvement that contribute to the calcula-
tion of school Progress Reports, including the academic performance 
of high-needs students and of students on the cusp of state test levels 
(e.g., Level 2 and 3); communication of educational goals and oppor-
tunities for feedback; academic expectations; stakeholder engagement; 
student performance in ELA and mathematics (elementary, middle, 
and K–8 only); and in the case of high schools, student performance 
on Regents Exams, credits earned by students, and graduation rates 
(Table 6.1).
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Table 6.1
Percentage of CC Members Reporting Effect of SPBP on Focus of School Improvement Efforts (2009–2010)

Focus of School Improvement

Did Not Affect Our Focus  
on This Area 

Has Caused Us to Focus Significantly  
or Slightly More on This Area 

All 
Members Admin UFT

All
Members Admin UFT

Student attendance 53 56 51 47 44 49

School safety 63 66 61 35 32 38

Academic performance of high-needs students (e.g., 
ELL, SpEd, low–performers) 38 41 36 61 59 62

Academic performance of high-achieving students 45 44 46 54 55 53

Academic performance of students on the cusp of state 
test levels (e.g., between Levels 2 and 3) 37 37 36 62 62 63

Student performance in ELA [elem., middle, K–8 
schools only] 37 37 37 62 62 61

Student performance in Math [elem., middle, K–8 
schools only] 40 42 39 58 57 58

Student performance in other subjects [elem., middle, 
K–8 schools only] 47 45 48 51 53 49

Academic expectations 37 41 35 62 59 64

Engagement of students, parents, and educators to 
promote student learning 41 42 40 57 57 57
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Focus of School Improvement

Did Not Affect Our Focus  
on This Area 

Has Caused Us to Focus Significantly  
or Slightly More on This Area 

All 
Members Admin UFT

All
Members Admin UFT

Communication of educational goals and opportunities 
for feedback 41 41 40 58 59 58

Student performance on regents Exams [high schools 
only] 41 47 36 59 53 63

Credits earned by students [high schools only] 39 44 35 61 56 65

Graduation rates [high schools only] 43 47 40 57 53 60

nOTES: Total numbers and percentage calculations for each item exclude those who responded “don’t know.” response options 
also included “caused us to focus significantly less on this area” and “caused us to focus slightly less on this area,” but only 
0–1 percent of respondents in all categories selected these options.

Table 6.1—Continued
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About one-half of CC members also reported that program par-
ticipation caused them to focus slightly or significantly more on the 
academic performance of high-achieving students and student atten-
dance. Interestingly, they also reported that participation increased 
their focus on student performance in subjects other than ELA and 
mathematics, which are not factored into Progress Reports and which 
past research has found to be less of a focus in schools responding to 
high-stakes accountability policies (i.e., teachers tend to focus less on 
and decrease instruction time in these subject areas). Respondents were 
least likely to report this effect on school safety: 63 percent of respon-
dents said SPBP participation did not affect their school’s focus on this 
area.1 As Table 6.1 illustrates, for each area, however, more than one-
third of CC members reported no effect.2

The survey data indicate slight increases over time in the per-
centage of CC members reporting that SPBP had no effect on school 
improvement efforts. For almost all areas of school improvement that 
contributed to the calculation of school Progress Reports, a higher per-
centage of CC members in 2009–2010 reported that SPBP participa-
tion did not affect their focus on those areas than did so in 2008–2009. 
Statistical tests conducted on each item showed that the differences 
between years were statistically significant for most of the areas (the 
main exception appears to be areas asked only of high schools). This 
suggests the observed increase in the percentage of CC members report-
ing no effect was not likely to have been purely due to chance.3

1 For all these items, respondents were fairly evenly split between reporting that participa-
tion caused them to focus slightly and significantly more on school improvement. Virtually 
no respondents reported that participation caused them to focus less on these areas. We also 
found no statistically significant differences between responses of administrators and UFT 
CC members, suggesting general consensus on this topic.
2 Twenty-five percent of respondents chose “did not affect” on all items listed in this ques-
tion—an increase from the 21 percent in 2009. 
3 See Appendix A, p.  22, for the cross-year comparisons.
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CC Members Were More Divided About the Extent to Which 
Participating in SPBP Led Them to Devote More Attention and 
Resources to Specific School Improvement Strategies

More than one-half of all CC members reported that SPBP partici-
pation neither increased nor decreased the amount of attention and 
resources their schools invested in the range of improvement strategies 
listed in Table 6.2, such as increasing instructional time for all stu-
dents, increasing opportunities to meet and work together, increasing 
the quantity of teacher professional development, providing before- or 
after-school or weekend programs, or teaching test-taking strategies to 
students. It is important to note, however, that schools may not have 
had the discretion to implement some of these strategies even if they 
had had the desire to do so. A very slight majority (50 to 51 percent) 
reported that program participation caused them to invest slightly to 
significantly more in several strategies, including improving response 
rates on Learning Environment surveys,4 increasing the use of student 
achievement data to inform instruction; providing additional instruc-
tion to low-achieving students; and in the case of high schools, imple-
menting a credit recovery program in the 2009–2010 school year. 5

Thirty-five percent of respondents chose “did not affect” on all items 
listed in this question.

The overall percentage of CC members reporting that SPBP 
participation did not affect their investment in a designated school 
improvement strategy increased from 2008–2009 to 2009–2010 on 
all 11 school improvement strategies. Statistical testing showed that 
the cross-year differences were statistically significant for 5 out of 11 

4 Data indicate that all schools throughout the district may have been working to improve 
participation in these surveys. Response rates on the annual New York City school survey 
increased districtwide from 55 percent in 2007–2008 to 59 percent in 2008–2009; gains 
were even greater for teachers, rising from 61 percent to 73 percent during this one year 
period (NYCDOE, 2009). We were unable to find comparable data for 2009–2010.
5 Once again, very few respondents reported that participation caused them to invest less 
in these strategies. Also, the group we categorize as reporting that the effect of investing was 
“slightly or significantly more” was fairly evenly split between those reporting slightly more 
and those reporting significantly more. We also found no statistically significant differences 
between responses of administrators and UFT members, suggesting general consensus on 
this topic.
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Table 6.2
Percentage of CC Members Reporting Participation in SPBP Affecting Investments in School Improvement Strategies 
(2009–2010)

School Improvement: Strategy

Not Employed

Did Not Affect Our 
Investment in This 

Strategya

Has Caused Us to Invest 
Significantly or Slightly 
More in This Strategya

All Admin UFT All Admin UFT All Admin UFT

Increasing instructional time for all students 
(e.g., by lengthening school day/year, 
shortening recess) 13 10 15 66 63 69 31 35 28

Implementing a credit–recovery program(s) 
[high schools only] 4 0 6 49 56 44 50 41 56

Improving response rates on Learning 
Environment survey 4 2 5 47 51 45 51 48 53

Increasing opportunities/time for teachers to 
meet and work together 4 2 5 56 56 57 42 43 41

Increasing the quantity of teacher 
professional development 4 2 6 57 57 58 40 41 40

Teaching test–taking strategies to students 2 2 2 52 55 50 47 43 50

providing before– or after–school, or 
weekend programs 3 3 3 56 59 54 42 39 44

Increasing the use of student achievement 
data (e.g., city periodic assessments) to 
inform instruction 2 2 3 48 52 46 51 46 54
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Not Employed

Did Not Affect Our 
Investment in This 

Strategya

Has Caused Us to Invest 
Significantly or Slightly 
More in This Strategya

All Admin UFT All Admin UFT All Admin UFT

Matching curriculum and instruction with 
standards and/or assessments 2 2 2 53 55 51 46 44 46

Organizing Inquiry Teams of teachers and 
administrators to identify and address the 
needs of struggling students 3 2 4 48 53 46 49 45 52

providing additional instruction to low–
achieving students 3 2 4 53 54 52 46 44 47

nOTES: Total numbers and percentage calculations for each item exclude those who responded “don’t know.”
a percentages in these columns were calculated based on those who reported they had employed any of those listed school 
improvement strategies. response options also included “caused us to focus significantly less on this area” and “caused us to focus 
slightly less on this area,” but only 0–2 percent of respondents in all categories selected these options.

Table 6.2—Continued
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school improvement strategies, including increasing instructional time 
for all students, improving response rates on the Learning Environ-
ment survey, increasing the quantity of teacher professional develop-
ment, increasing the use of student achievement data, and providing 
additional instruction to low-achieving students. One potential expla-
nation is that, because so many schools received the bonus in 2008–
2009, the motivational effect of the bonus decreased.6

Further, the vast majority of respondents reported using each of 
the school improvement strategies listed in Table 6.2 (a finding similar 
to other recent research that finds schools often respond to account-
ability pressures by trying multiple improvement strategies; see, for 
example, Padilla et al., 2006; Stecher et al., 2008). In fact, 76 percent 
of respondents reported that their schools used all these strategies.

Finally, although not included in Table 6.2 (because the question 
was worded slightly differently than recorded in the table), approxi-
mately 40 percent of CC members reported that the quality of profes-
sional development offered in the school changed slightly or signifi-
cantly for the better as a result of the school’s participation in SPBP. 
Administrators were significantly more likely than UFT members to 
report this positive effect, by 46 percent to 36 percent.

Many Individuals in Case-Study Schools Reported That the Program 
Did Not Affect School Activities, with Two Exceptions Involving 
“Little Stuff”

In contrast to many survey respondents, staff across case-study schools 
commonly reported that they would have undertaken various changes 
in practices or new improvement efforts regardless of their SPBP par-
ticipation. One assistant principal commented, “I don’t think [the pro-
gram] has affected us. It’s what we have always been doing. It’s not 
motivated by money and getting the bonus. It’s motivated by doing 
the right things for students.” Similarly, a teacher explained, “I see us 
doing things specifically to increase our performance, period, irrespec-
tive of a bonus.” Only a handful of individuals across both years of 
visits acknowledged that the bonus had an effect on school activities, 

6 See Appendix A, p.  23, for the cross-year comparisons.
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and they most often characterized the magnitude of this effect as quite 
small. A few believed the bonus helped reinforce efforts already under 
way. A very small minority identified specific activities undertaken in 
part to attain the bonus.

One possible explanation for the difference between case-study 
and survey respondents is the way questions were asked. During case-
study interviews, respondents were asked to first describe their major 
school improvement efforts and then, as a follow-up, whether SPBP 
participation affected these efforts. In contrast, survey questions asked 
respondents to indicate whether participation in the program affected 
their school improvement efforts in a list of areas. It is also possible 
that survey respondents were more inclined to report socially desirable 
responses, or what they thought evaluators wanted to hear about the 
program, than were those interviewed in person.

There were, however, two common exceptions to case-study pat-
terns of no reported effects on school activities; one individual char-
acterized these as “the little stuff.” Consistent with survey results 
reported in Table 6.2, interviewees commonly reported undertaking 
various schoolwide efforts surrounding the school environment sur-
veys. Some of these efforts were clearly desirable and fit in with what 
policymakers had in mind when designing SPBP and the broader 
accountability system. For example, one school created a staff com-
mittee to respond to the communication problems identified in survey 
results, and this committee developed new structures to improve com-
munication between and among staff (e.g., grade-level leadership posi-
tions). In contrast, some schools responded to the school environment 
surveys in less desirable ways that clearly worked against the intent of 
the accountability system and SPBP. For example, in one school, staff 
members reported that the administration had explained to them that 
the school had not received the bonus in year 1 because of the nega-
tive survey results and had encouraged them to provide more positive 
responses on the survey in year 2. In many schools, we also heard about 
significant investments in improving response rates to these surveys 
(e.g., educating parents on how to fill out surveys, providing multiple 
reminders to staff and parents, offering incentives to parents and sec-
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ondary school students), and many individuals attributed these efforts 
to the SPBP program and a desire to win the bonus.

Second, many schools had developed strategies to improve stu-
dent attendance. In some schools, these activities were immediately 
visible when entering the campus (e.g., posters on walls recognizing 
perfect attendance). Other schools reported investing in communica-
tion efforts (e.g., calls and visits to homes) and incentives (e.g., rewards 
and recognition for high attendance rates). For example, in addition to 
the many communication and recognition efforts, one school worked 
hard to schedule celebrations and fun events on Fridays before long 
weekends to ensure that students attended school those days. Some 
individuals reported initiating these efforts prior to SPBP, but others 
clearly attributed them to SPBP.

Although schools were responding to SPBP with new efforts cen-
tering on school environment surveys and attendance, only a hand-
ful of individuals reported responding by undertaking new activities 
or practices specifically tied to the core of teaching and learning. For 
example, several respondents in one elementary school attributed to 
SPBP increased organization of inquiry team and other collabora-
tive meetings to identify and address individual student problems. “I 
guess because of the money now, it’s like a little more attention is being 
focused on these kids, these lower range students,” acknowledged one 
teacher in this school, who was quick to add that the bonus was not 
the sole motivation for teachers. “As a school, I don’t think the general 
thought is ‘we’re working hard for the bonus, we’re doing more for the 
bonus.’ I don’t think that’s the general mindset of the teachers.” One 
high school principal said that SPBP helped them focus improvement 
efforts on one particular grade level that demonstrated the lowest level 
in credit accumulation on the Progress Report. This same principal 
reported using the Progress Report Modeler to help identify this par-
ticular need. Two other principals also found the Modeler to be useful 
for similar purposes; however, the remaining principals across both 
years did not know about this tool, knew about it but did not use it, or 
used it and did not find it to be helpful.

Finally, a few individuals noted that, without other school-level 
efforts, the bonus alone could not achieve desired outcomes. In a hand-
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ful of schools, staff reported that a school would not realize the benefits 
of the bonus if they did not take the time to examine their Progress 
Report target, strategize about how to address weak areas, and con-
tinually remind staff of their goals. For some, this could not occur 
without added time for staff to meet and without strong leadership (we 
will discuss this further later).

Effects on Individuals

Overall, teachers’ and CC members’ views were fairly consistent with 
one another on the perceived effects of SPBP on themselves, other col-
leagues, and students.

According to the Majority of Teachers and CC Members, SPBP 
Participation Did Not Affect Them Personally

On a positive note, about one-half of teachers and two-thirds of com-
mittee members reported that participation did not increase their levels 
of job stress (Table 6.3). Among CC members, only 11 percent said the 
program changed job stress for the worse and 24 percent for the better. 
However, teachers were less sanguine: 23 percent reported that SPBP 
changed the level of job stress for the worse.

As for other effects, almost two-thirds of CC members and more 
than one-half of teachers reported that participation did not change 
their own skills and abilities. Similarly, about two-thirds of teachers 
and CC members also said participation did not change their motiva-
tion to perform their jobs.7 This is consistent with another survey item, 
in which 92 percent of teachers and 90 percent of CC members agreed 
or strongly agreed that the program was a nice way to recognize staff 
for their hard work but did not influence the way they performed their 
jobs (Table 6.4).

7 Once again, very few respondents reported that aspects changed slightly or significantly 
for the worse. Also, the group we categorize as reporting that aspects changed “slightly or 
significantly for the better” was fairly evenly split between those reporting slightly better and 
those reporting significantly better. 
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Staff members interviewed at case-study schools frequently echoed 
these sentiments. For example, one teacher at a school that did not win 
the bonus commented,

I’m totally indifferent. It’s nice but it’s not what drives me on a 
day-to-day basis. It’s nice to have a goal and see how you compare 
to your peers, in terms of scores. But at the end of the day, with or 
without the bonus plan, you still have to do your job.

As noted earlier, many individuals cited other, more-important sources 
of motivation. “The money had no impact on my work ethic or any-
thing I do,” said one high school teacher whose school had won the 
bonus the previous year. “My kids working in my class, that makes 
me happy. My kids being productive and excelling and learning and 
becoming good citizens, that’s what’s important to me. If I were a 

Table 6.3
Percentage of Teachers and CC Members Reporting Individual Changes 
Resulting from School Participation in SPBP (2009–2010)

Changed 
Significantly  
or Slightly  

for the Worse
Did not  
change

Changed Slightly  
or Significantly 
for the Better

My level of job stress Teachers 23 55 22

All CC 11 65 24

CC admin 11 63 26

CC UFT 11 66 23

My own skills and  
abilities

Teachers 1 59 40

All CC 0 65 34

CC admin 0 64 36

CC UFT 0 66 33

My motivation to  
perform my job well

Teachers 2 61 37

All CC 0 67 32

CC admin 0 64 36

CC UFT 1 69 30

nOTES: Statistically significant differences between CC administrators and UFT staff 
are indicated in bold (p < 0.05). Total numbers and percentage calculations for each 
item exclude those who responded “don’t know.” 
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money person, I don’t think I would have gone into teaching to begin 
with.” Consistent with past research (Lortie, 1975), many individuals 
in this group explained that, while the bonus likely motivated others in 
the school, it did not affect them in this way.

A minority of individuals interviewed, however, acknowledged 
slight or subtle motivational effects. One principal said that the pro-
gram “challenged him to push for better results.” A teacher in the same 
school admitted, “When I am feeling down, I say, ‘The bonus is there, 
the bonus is there.’ It’s not day to day, but when I am drained and tired 
. . . I say if you don’t do what you are supposed to do, there will not 
be a bonus.” Similarly, a teacher from another school explained, “In 
the back of my mind, I feel that I should work a bit harder. The more 
you work, the more chance there is of getting the [bonus].” Yet another 
teacher said, “Maybe I’m motivated [by the thought of] ‘you know 
what, if it’s available, we may as well try and get it.’ I don’t know. That 
may be part of it.”

Although individuals in most schools did not report behavioral 
changes resulting from the program, several individuals in one school 
who were eligible for a share of the “incentive pool” by meeting a set 
of activity or behavioral criteria did report some effects. This school’s 

Table 6.4
Percentage of Teachers and CC Members from Schools That Earned 
Bonuses Agreeing or Strongly Agreeing with Statements About Effects of 
Receiving the Bonus (2009–2010)

Teachers

Compensation Committee

All 
Members Admin UFT

receiving the bonus was a nice 
acknowledgement of my effort but did 
not influence the way I perform my job 
this year 92 92 92 92

After receiving the bonus I worked 
harder this school year n/A 25 28 24

nOTES: Statistically significant differences between CC administrators and UFT staff 
are indicated in boldface (p < 0.05). Total numbers and percentage calculations for 
each item exclude those who responded “don’t know.” See Appendixes A and B for 
more detailed results on these items.
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principal felt strongly that some staff, particularly nonteachers, were 
motivated to participate in the list of activities and had not otherwise 
contributed in these ways. One teacher observed many more individu-
als starting to write grants and initiating programs. And two teachers 
acknowledged not taking extra time off or missing days of work so 
that they would achieve the 90-percent attendance that, in part, would 
qualify them for a share of the incentive pool.

Cross-year analyses did not find any significant changes in the 
percentages of CC members reporting individual changes resulting 
from SPBP.8 (See Appendix A for the cross-year comparisons.)

In schools that did not receive a bonus in year 2, the majority of 
teachers and CC members attribute neither positive nor negative effects 
to not receiving the bonus (Table 6.5). Only 8 percent of teachers and 
4 percent of all CC members stated that not receiving a bonus had 
reduced their motivation to work harder during the year. However, 
unlike teachers, a significant minority of CC members reported a posi-
tive motivational effect: More than one-third reported that not receiv-
ing a bonus energized them to improve their practices in the 2009–
2010 school year.

8 See Appendix A, p. 25, for the cross-year comparisons.

Table 6.5
Percentage of Teachers and CC Members Who Did Not Earn Bonuses 
Agreeing or Strongly Agreeing with Statements About Effects of not 
Receiving the Bonus (2009–2010)

Teachers

Compensation Committee

All 
Members Admin UFT

not receiving a bonus energized me to 
improve my practice this year 15 39 38 40

not receiving a bonus reduced my 
motivation to work harder this year 8 4 3 5

nOTES: Statistically significant differences between CC administrators and UFT staff 
are indicated in boldface (p < 0.05). Total numbers and percentage calculations for 
each item exclude those who responded “don’t know.” See Appendixes A and B for 
more detailed results on these items.
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In case-study schools that did not win the bonus, teachers com-
monly told us that they were unaffected by this outcome. One special 
education teacher explained, “Not getting the bonus, I don’t think it 
changed my philosophy. I just know that my job is to teach the kids. If 
I got the bonus great; if I didn’t, it will not change my strategy.”

Teachers and Committee Members Generally Reported That SPBP 
Did Not Affect Staff Recruitment and Retention

About two-thirds or more of teachers and CC members reported that 
their own motivation to stay at their schools did not change as a result 
of program participation (Table 6.6). CC members were just as likely 
to report that the school’s ability to recruit (70 percent) and retain (70 
percent) staff did not change as a result of participating in SPBP (these 
items were not included in the teacher survey).

Table 6.6
Percentage of Teachers and CC Members Reporting Changes in Recruitment 
and Retention Resulting from School Participation in SPBP (2009–2010)

Changed 
significantly or 
slightly for the 

worse
Did not  
change

Changed slightly 
or significantly 
for the better

My motivation to stay  
at this school

Teachers 5 65 30

All CC 2 70 28

CC admin 1 69 30

CC UFT 3 71 26

Our ability to recruit  
new staff for our school

Teachers n/A n/A n/A

All CC 2 70 28

CC admin 2 65 33

CC UFT 2 73 25

Our ability to retain  
staff at our school

Teachers n/A n/A n/A

All CC 2 70 28

CC admin 2 65 33

CC UFT 2 73 25

nOTES: Statistically significant differences between CC administrators and UFT staff 
are indicated in boldface (p < 0.05). Total numbers and percentage calculations for 
each item exclude those who responded “don’t know.”



perceived Effects of the Bonus and program participation    177

In case-study visits, very few individuals attributed the desire to 
remain at their current school or to seek out another school either to 
the SPBP program generally or to the fact they had won or lost the 
bonus. “The bonus will never determine [my decision to stay]. . . . It’s 
not big enough to impress anyone,” said one teacher. Many were quick 
to point out other factors that were likely to attract and retain teachers 
to a school, including a collaborative community, positive school cul-
ture, school leaders, the community, having an A grade, parking, and 
offering procession pay (compensation for participating in after-school 
activities).

Three principals, however, reported that SPBP had positively 
affected either their ability to recruit new staff or to send messages 
about performance to their staff members. For example, one principal 
of a school that decided to differentiate based on performance hoped 
that staff receiving a smaller bonus share would reflect on their “fit” 
with the school and its high expectations. Although this principal 
could not attribute several staff member decisions to leave the school 
in 2008–2009 solely to SPBP, she noted that their receipt of a smaller 
bonus share may have contributed.

Cross-year analysis did not find significant differences in the per-
centages of CC members reporting changes in their ability to recruit or 
retain staff at their schools.9

Although Teachers and CC Members Questioned the Effect on Staff 
Relationships, Many Saw Positive Changes in Teachers’ Willingness 
to Collaborate, Teachers’ Focus on Student Learning, and Staff 
Morale

Although NYCDOE and UFT leaders believed the program created 
more collaboration in participating schools, more than one-half of all 
teachers and CC members reported that participation did not change 
teachers’ relationships with administrators, other nonclassroom staff, 
or other teachers (Table 6.7).

Results from case-study schools echo these findings. Aside from a 
few individuals, most interviewees did not report that SPBP positively 

9 See Appendix A, p.  26, for the cross-year comparisons.



178    A Big Apple for Educators

affected staff interactions. In general, most individuals either reported 
no effect at all (e.g., “we already work together a lot”) or slight negative 

Table 6.7
Percentage of Teachers and CC Members Reporting Changes to Staff and 
Staff Collaboration Resulting from School Participation in SPBP (2009–2010)

Changed 
significantly or 
slightly for the 

worse
Did not 
change

Changed slightly 
or significantly 
for the better

Teachers’ relationships 
with administrators

Teachers 9 57 34

All CC 3 61 37

CC admin 1 58 42

CC UFT 4 63 33

Teachers’ relationships 
with other teachers

Teachers 4 58 38

All CC 2 57 41

CC admin 1 54 45

CC UFT 2 59 39

Teachers’ relationships 
with other  
non–classroom staff  
(e.g., counselors)

Teachers 4 64 32

All CC 1 62 38

CC admin 1 58 42

CC UFT 1 64 35

Teachers’ willingness to 
collaborate and work 
together

Teachers 2 55 43

All CC 1 51 48

CC admin 1 47 53

CC UFT 1 54 45

Morale of school staff Teachers 14 44 42

All CC 6 51 43

CC admin 3 48 49

CC UFT 7 53 39

Teachers’ focus on  
student learning

Teachers 1 54 45

All CC 0 52 48

CC admin 1 49 51

CC UFT 0 53 46

nOTES: Statistically significant differences between CC administrators and UFT staff 
are indicated in boldface (p < 0.05). Total numbers and percentage calculations for 
each item exclude those who responded “don’t know.”



perceived Effects of the Bonus and program participation    179

effects, particularly immediately following the school vote on partici-
pation or the distribution of the bonus (e.g., in one school that differ-
entiated bonus shares, several staff members stopped talking to one of 
the CC members, and the principal admitted that the experience put 
“a crack” in administrator-staff relations).

Nevertheless, on a positive note, almost one-half of teachers 
(43  percent) and CC members (48 percent) reported that teachers’ 
willingness to collaborate and work together changed slightly or sig-
nificantly for the better as a result of SPBP participation. Similarly, 
42 percent of teachers and 43 percent of CC member survey respon-
dents reported that staff morale changed slightly or significantly for the 
better as a result of program participation. Interestingly, administra-
tors were significantly more likely than UFT CC members to report 
positive effects on staff morale (49 percent of administrators reported 
that staff morale changed for the better, compared with 39 percent 
of UFT committee members) and on teachers’ willingness to collabo-
rate (53 percent compared with 45 percent). Further, almost one-half 
of teachers (45 percent) and CC members (48 percent) reported that 
teachers’ focus on student learning had changed slightly or signifi-
cantly for the better.

According to one teacher in a case-study school that won the 
bonus, participating in the program (and earning the bonus), “makes 
the work more purposeful because you understand that at the end of 
the day, you’re going to be rewarded for all of your hard work. Whereas 
before . . . no one recognize[d] all that hard work.” In another school 
that won a partial bonus in year 1 and a full bonus in year 2, staff 
believed the program created a sense of collective pride and boost in 
confidence. According to the principal, “Once you get that feeling of 
being good at something, it doesn’t go away. So I think with the teach-
ers too [they say to themselves], ‘Wow, we’re good enough to get this? 
We’re good enough!’ It’s a cycle.”

In contrast, in some of the case-study schools that differentiated 
bonus distribution, staff members reported negative effects on staff 
morale and relations. One paraprofessional who received a smaller 
share than teachers reported that the bonus created conflict among 
staff members and that she was upset that committee members “rated” 
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her and gave her less without explicit criteria to defend the decision. 
The principal of this school acknowledged that this experience “dam-
aged” staff-administrator relations a little, created some “trust issues,” 
and more clearly defined “the line between us and them.” In another 
school, several individuals reported that morale of school aides declined 
because they had not received a share of the bonus.

There were no statistically significant differences from 2009 to 
2010 in the percentages of CC members reporting changes to staff and 
staff relationships resulting from SPBP.10

About One-Half of Teachers and CC Members Reported Positive 
Effects on Students

Teachers and committee members were fairly evenly split between 
those who felt that student performance had not changed as a result of 
program participation and those who felt that it had changed slightly 
or significantly for the better (Table 6.8). Overall, a greater percentage 
of CC members reported no change in student performance in 2009–
2010 than that in 2008–2009. The increase in the percentage of CC 
members reporting no change is greater for CC administrators than 
that for CC UFT members. However, this cross-year analysis showed 
that the differences between years and roles are close yet not statisti-
cally significant.

Teachers in Schools That Won the Bonus Were More Likely Than 
Those in Schools That Did Not to Report Positive Changes in 
Staff Morale, Their Own Motivation to Stay at Their Schools, and 
Improvements in Student Performance

A few perceptions about the effects of SPBP differed among teachers in 
schools that won the bonus in year 2 and those that did not. A signifi-
cantly higher percentage of teachers in the bonus schools than in the 
nonbonus schools reported that, as a result of SPBP, the following had 
changed slightly or significantly for the better: morale of school staff 

10 We did, however, observe significantly greater increases in the percentage of CC members 
reporting “changed slightly or significantly for the better” between the two years among CC 
UFT members than among CC administrators. See Appendix A, p.  27, for the cross-year 
comparisons.
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(45 percent to 32 percent), their own motivation to stay at their schools 
(31 percent to 18 percent), and student performance (51 percent to 
40 percent). (See Figure 6.1.) Because we did not have measures from 
before and after these schools won the bonus, we could not determine 
whether winning the bonus was associated with these changes in per-
ceptions, possibly making them a consequence of that win, or whether 
these differences preceded the bonus, possibly meaning that they are 
due to the different outcomes. It is also possible that neither explana-
tion is valid and that teachers in the schools that did not win the bonus 
had more negative views in general and that these had nothing to do 
with the program or its outcomes.

Summary and Discussion

District and UFT leaders, teachers, school CC members, and case-
study school staff reported the bonus and program participation overall 
had mixed effects. Respondents also conveyed varied opinions about 
the effects of participating in the program.

As for perceived effects on school improvement efforts,

Table 6.8
Percentage of Teachers and CC Members Reporting Student Performance 
Changes Resulting from School SPBP Participation (2009–2010)

Changed significantly 
or slightly for the 

worse Did not change

Changed slightly  
or significantly  
for the better

Teachers 4 47 49

All CC 2 54 45

CC admin 1 53 46

CC UFT 2 54 44

nOTES: Statistically significant differences between CC administrators and UFT staff 
are indicated in boldface (p < 0.05). Total numbers and percentage calculations for 
each item exclude those who responded “don’t know.” 
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• More than one-half of the CC members said SPBP participation 
led them to focus more on many areas of school improvement 
that contributed to the calculation of Progress Reports, includ-
ing outputs (e.g., academic performance of high-needs students, 
student performance in ELA and mathematics) and inputs (com-
munication of goals, engagement of stakeholders). Nevertheless, 
more than one-third of the CC members reported that the pro-
gram did not affect their focus in these areas.

• From 2008–2009 to 2009–2010, the survey data indicate slight 
increases in the percentage of CC members reporting that SPBP 
did not affect their school improvement efforts, particularly those 
contributing to the calculation of school Progress Reports (e.g., 
focus on attendance, student performance in ELA and mathe-
matics).

• CC member respondents were more divided in how they viewed 
the program’s effects on specific school improvement strategies: 

Figure 6.1
Percentage of Teachers Reporting Changes Resulting from School SPBP 
Participation (2009–2010)
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Approximately one-half or more said SPBP participation did not 
cause them to focus any more or less attention and or invest any 
more resources on a range of improvement strategies. Case-study 
schools reported SPBP did have some effect on the “little stuff”—
efforts to improve school environment survey response rates and 
students attendance.

As for perceived effects on individuals:

• The majority of teachers, CC members, and case-study respon-
dents said SPBP did not affect them personally, including their 
job performance, skills, and motivation.

• Winning and losing the bonus was not viewed as being very influ-
ential for job performance or motivation. The vast majority of 
teachers and CC members said that winning the bonus was a 
nice acknowledgement of their hard work but did not affect their 
performance. Less than 10 percent of teachers and CC members 
whose schools did not earn the bonus said that not receiving the 
bonus reduced their motivation. Unlike teachers, however, a sub-
stantial minority of CC members (more than one-third) reported 
that not receiving a bonus had energized them to improve their 
teaching practices the subsequent year.

• Most respondents also believed the program did not change teach-
ers’ relations with other teachers, administrators, or nonclassroom 
staff, and they did not typically observe effects on staff recruit-
ment or retention.

• However, more than 40 percent of teachers and CC mem-
bers reported that teachers’ willingness to collaborate and work 
together, teachers’ focus on student learning, and staff morale 
changed slightly or significantly for the better as a result of SPBP 
participation (although the numbers for CC members were driven 
in part by the responses of administrators, who were significantly 
more likely than UFT-represented committee members to report 
positive effects on staff morale and willingness to collaborate).

• Teachers and CC members were divided in their perceptions of 
how SPBP had affected students: Approximately one-half believed 
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student performance had not changed, and one-half believed it 
had changed slightly or significantly for the better.

Taken together, some of these findings appear to be contradic-
tory—particularly those on the reported motivational effects of the 
bonus. For example, although the majority of respondents said that 
winning the bonus did not influence their job performance or motiva-
tion, more than one-half reported that SPBP participation led them 
to focus more on many areas of school improvement. It is possible 
that respondents may have been responding individually to the ques-
tion of how winning the bonus affected job performance or motiva-
tion but were responding more for their school as a whole to the ques-
tion of how participation affected the focus of school improvement. 
Thus, while they may not have felt the effects individually, on their 
own motivation, instruction, or practices, they may have believed that 
school staff or other colleagues were shifting focus in certain ways. In 
some respects, respondents may have been distancing themselves from 
claims that financial incentives influenced them personally, while also 
acknowledging that the incentives may be motivating for other col-
leagues (Lortie, 1975, found similar findings).

The seemingly contradictory results may also reflect the internal 
conflicts individuals experience when thinking about and responding 
to questions about bonuses. As we found in the case-study visits, some 
individuals contradicted themselves in interviews, commenting at one 
point that they were opposed to the notion of merit pay, yet support-
ive of the idea that individuals contributing more to school success 
deserved a greater share of the bonus pool. Similarly, some strongly 
rejected the assertion that financial incentives would motivate them 
to do anything different from what they already do, yet, at the same 
time, they indicated that the prospect of receiving a bonus was a useful 
incentive. This, too, is consistent with survey results indicating that 
teachers did not believe receiving a bonus changed their practices but, 
as discussed in Chapter Four, considered it a potential motivator, sug-
gesting that it was something they kept in the back of their mind as 
they came to work each day. They did, therefore, appear to be taking 
the bonus seriously.
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Finally, in the aggregate, these reported effects are a useful indica-
tor of how participating staff members viewed the program. Although 
the perceptions of the effects may not correlate with direct estimates of 
the effects (as reported in the next two chapters), they provide a valu-
able measure of the underlying level of support for SPBP. The findings 
in part help answer the question of whether staff members were open 
enough to the program for it to succeed or whether attitudes were so 
negative that the program held no possible chance of success. Staff will-
ingness to attribute positive effects to SPBP—particularly regarding 
school improvement efforts—suggests that, in fact, large segments of 
the school populations bought into the program. However, one area in 
which they perceived fewer effects was their own individual behavior. 
This finding suggests two possible conclusions. First, it suggests that it 
may be very challenging to motivate individuals with financial rewards 
either because they resist acknowledging that they were motivated (as 
indicated by the earlier discussion about contradictions in how indi-
viduals respond to questions about motivation) or because they truly 
are not motivated by such rewards (as findings in Chapter Eight appear 
to indicate). Second, these findings might explain why we did not in 
fact see SPBP effects: Staff reported that the bonus did not personally 
motivate them to change their behaviors.
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ChApTEr SEvEn

Effects on Progress Report and Student Test 
Scores

The primary goal of SPBP was to change the education productivity 
by rewarding teachers and other UFT members for better student out-
comes, as measured by the Progress Reports. This chapter first reviews 
how SPBP schools did on the performance metrics used to award 
bonuses: the Progress Report overall and component scores. It also 
examines how the program affected these metrics. The chapter then 
turns to more-direct measures of student achievement, investigating 
how SPBP affected student test scores, as measured by the State of New 
York’s standardized assessments during the three years of implementa-
tion. The purpose of this analysis was to determine whether students 
enrolled in a participating school had higher achievement scores than 
they would have had, had the school not participated. Our approach 
was to compare test scores of students enrolled in schools invited to 
participate in SPBP with test scores for a comparable set of students 
and schools not invited to participate in the program.

This chapter addresses the following research questions:

1. How did SPBP affect Progress Report scores across all years and 
all component scores?

2. How did SPBP affect student test scores across years?
a. What were the effects on mathematics or ELA test scores for 

elementary, middle, and K–8 students?
b. What were the effects on Regents Exam scores for high 

school students?
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c. What was the relationship between achievement levels of 
elementary, middle, and K–8 school students and their 
schools’ implementation of the bonus program, as measured 
by the differentiation of the bonus awards?

The lottery selection process that Roland Fryer implemented 
for NYCDOE to identify the schools to invite to participate in SPBP 
helped ensure that the characteristics of the participating schools would 
be comparable to those of the schools entered into the lottery but not 
invited to participate. Since schools that both met the definition of 
“high needs” and were entered into the lottery had an equal chance 
of being invited to participate in SPBP, we could attribute differences 
in student outcomes to SPBP participation rather than to some other, 
preexisting difference between the two groups of schools.

In the remainder of this chapter, we first describe the data used 
for our analyses. We then discuss Progress Report scores and individual 
student test score analyses and findings.

Data

The analysis of how SPBP influenced Progress Report scores and stu-
dent test results required school-level and student-level data, includ-
ing student characteristics and student test scores. The Progress Report 
analyses relied on the school-level data, while the student test score 
analyses relied on both sets of data to identify and then analyze test 
results for the students enrolled during the year just prior to SPBP and 
all three years of the program in schools that were entered into SPBP 
lottery in fall 2007.1 We discuss each type of data in turn.

School-Level Aggregate Data and Progress Report Data

NYCDOE provided a series of data files on school characteristics for 
the four school years of interest. The files contained demographic infor-

1 Thus, our data derive from the 2006–2007, 2007–2008, 2008–2009, and 2009–2010 
school years.
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mation on the students enrolled in each school, including attendance 
rates, total enrollment, and disciplinary incidents. The files also con-
tained AYP status and ratings assigned to the school, as defined by the 
State of New York’s accountability program under NCLB. As noted 
in Chapter Two, for the analysis of the Progress Reports, we obtained 
the most current Progress Report scores and grades and the component 
scores and grades from the NYCDOE website.

Student-Level Data

In addition to the school-level data, the analysis of student test scores 
required additional data on student characteristics and student test 
scores.

Student Biographical Data. NYCDOE provided two types of 
student-level data files: student biographical information and student 
achievement test scores. The student biographical files contained infor-
mation on the universe of students enrolled in New York City public 
schools by school year and the school and grade in which each student 
was registered by semester. The biographical files also contained stu-
dent background information, including gender, race and/or ethnicity, 
participation in special education services and ELL programs, and eli-
gibility for free or reduced-price school lunches. Both the biographical 
and achievement data files include a unique, longitudinally consistent 
identifier for each student. This means that records on the same student 
can be linked across multiple schools and time periods and to records 
contained in separate data files.

Student Test Score Data. NYCDOE provided a series of data files 
containing test scores for the universe of students enrolled in elemen-
tary, middle, and K–8 schools. The department also provided a similar 
set of files for high school students, although these files lacked standard-
ized variable names and definitions from one school year to the next. 
For grades 3 through 8, the student test files contained scores from 
the State of New York’s mathematics and ELA assessments adminis-
tered during the year just prior to SPBP and for all three years of the 
program. The high school student test files contained scores from the 
Regents Exams, Regents Competency Tests, Regents Portfolio Assess-
ment, and approved alternative examinations for the year just prior to 
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SPBP and for the first two years of the program. High school data for 
year 3 (the 2009–2010 school year) were not available at the time we 
prepared this report.

We standardized the state test scale scores of students enrolled 
in elementary, middle, and K–8 schools by subject, grade, and school 
year to ease threats associated with potential variations in content stan-
dards, grade-level expectations, test constructs, performance standards, 
etc. Using data for the universe of students enrolled in the NYCDOE 
school system, we estimated the means and standard deviations of 
scores by grade level for each school year and subject. The standard-
ized score equals the quantity of the scale score minus the mean for the 
corresponding grade level, subject, and year divided by the standard 
deviation for the grade level, subject, and year. If we let z denote stan-
dardized score, y denote the scale score, and m and s denote the mean 
and standard deviation of the scores of all students for the correspond-
ing grade level and school year, then

z
y m
s

= −
.

We used both the standardized z-scores and the scale scores for all 
analyses presented in this chapter.

Standardized z-scores have two potential advantages over the 
scale scores. First, estimated SPBP effects for z-scores are in terms of 
standard deviations and can be considered effect sizes, which can be 
compared with the effects of other programs, such as promotion poli-
cies.2 Second, although the scale scores are on a common scale across 
grades so that scale points are meant to have the same interpretation 
at every grade level, the scale might not meet the requirements of a 

2 Effect sizes are commonly used to evaluate the size of a program effect in units that can 
be compared across studies. However, effects that are equal in standard deviation units are 
not necessarily equal in terms of other quantities of interest. For instance, the scale score 
points between proficiency levels from two tests may not be equal in standard deviation 
units. Effects that are equal in standard deviation units would not be equal in shifting the 
proportion of students changing proficiency level. Moreover, effect sizes are sensitive to the 
sample used to calculate the standard deviation. For these reasons, we provide estimates in 
both z-score and raw score units.



Effects on progress report and Student Test Scores    191

developmental (or interval) scale (compare Allen and Yen, 1979) across 
grades, and points from one grade might have different meaning than 
points in another grade level. If this is true, an estimated SPBP effect 
that combined scale score data across grades would be difficult to inter-
pret. The z-scores from each grade are in terms of the standard devia-
tion of the grade, and these metrics are comparable across grades, even 
if the scale score points are not.

However, given the distribution of scores in each grade and where 
those scores are relative to important standards, such as proficiency, it 
could be argued that a difference of one standard deviation has different 
meanings across grades or that the effort required to change scores in 
standard deviation units will differ for students at different grade levels. 
SPBP effects would then not be constant in standard deviation units 
across grades. If this is true, our estimated effect is a weighted aver-
age of the grade-specific effects, where weights are relative numbers of 
students in the sample from each grade level.3 We cannot test whether 
the scale score points are truly comparable across grades or whether 
z-scores are. Hence, we cannot be sure that estimated effects that pool 
data across grades are not sensitive to the scaling of the scores. We 
therefore have provided estimates using both scale scores and z-scores 
and have conducted additional sensitivity analyses on the test scales

We did not report estimated effects for ELA tests for elemen-
tary or middle grade students in year 1 because these assessments were 
administered around the same time schools were deciding whether to 
participate in SPBP, leaving little or no time for participation in the 
program to affect student achievement.4

For students enrolled in grades 9 through 12, the State of New 
York uses the Regents Exams to assess their academic performance. 
Regents Exams focus on individual subject areas, including English, 

3 The weighting of different grade levels between the SPBP and control samples will be 
dependent on the schools assigned to each group by the lottery and could change with differ-
ent potential assignment contributing to additional variance in our estimated effects.
4 We did estimate and test this effect, and it was small and not statistically significant. ELA 
tests were administered in January, and schools were invited to participate in September, but 
some schools did not report voting and notifying the district of their decision to participate 
until December and January.
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foreign languages, mathematics, science, and social studies. All Regents 
Exams are offered in June of each school year, with a limited number 
of examinations being offered in January and August. Students can 
choose when to take a Regents Exam and can retake the test if they did 
not pass at the level required for graduation.

To receive a Local High School Diploma, students in New York 
City starting high school in the 2005–2006 or 2006–2007 school year 
must pass five exams with a score of 55 or higher: Mathematics (includ-
ing Mathematics A or Integrated Algebra), Global History and Geog-
raphy, U.S. History and Government, Comprehensive English, and 
any one science Regents Exam. To receive a Regents Diploma, students 
must pass with a score of 65 or higher; to receive a Regents Advanced 
Diploma, they must meet the requirements of the Regents Diploma 
plus score 65 or higher on additional exams, including an additional 
Regents science exam and a foreign language exam. Students starting 
high school in the 2008–2009 school year and beyond must meet the 
performance standards defined by the Regents to receive a diploma 
(the Local High School Diploma is available only to special education 
students).

We estimated separate SPBP effects for six Regents Exams: two 
required exams, Comprehensive English and Mathematics A (Inte-
grated Algebra in 2009); Science Living Environment, the exam most 
commonly taken to fulfill the science exam requirement; and Math-
ematics B, Earth Science, and Chemistry, the other exams most com-
monly taken by students in SPBP and control schools according to 
the data we received from NYCDOE. We also estimated the effects 
separately for the fall (year 2) and spring (years 1 and 2) test adminis-
trations. We did not estimate effects for the year 1 fall administration 
because exams were administered before schools voted on participation 
in the program. We also did not estimate effects for year 3 because 
these test scores were unavailable before we completed our analysis. 
Additionally, we did not estimate SPBP effects separately by grade level 
for students enrolled in grades 9 through 12, since grade-level informa-
tion was incomplete. Students who were retaking a particular Regents 
Exam were identified by exam-specific form codes denoting a retest 
situation, a student having multiple test scores for the same subject in a 
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single year, and a student having multiple test scores for the same sub-
ject across school years. We restricted the analysis sample to first-time 
test takers.

Similar to the analysis of student test scores for grades 3 through 
8, we estimated SPBP participation effects using both the raw values 
and standardized z-scores. Regents Exams are scored on a 100-point 
scale. Exam scores ranged from 1 to 100, and districtwide the standard 
deviations of the exams were generally around 30.0 points. We stan-
dardized the Regents Exams scores by test subject and test administra-
tion using the mean and standard deviation from schools entered into 
SPBP lottery. We did not standardize Regent Exams using data for the 
universe of students enrolled in the school system due to incomplete 
information for a large number of observations.

We extensively cleaned the data files to identify anomalous enroll-
ment patterns and correct missing or longitudinally inconsistent bio-
graphical information. We also made variable definitions and labels 
consistent across years to permit multiyear evaluation of SPBP. For 
example, because we could link student records across multiple years 
and files, we were able to fill in missing time-invariant information 
on students. We then created longitudinal records with multiple years 
of test score results so that student performance on these assessments 
from the year prior to a school participating in SPBP could be incorpo-
rated in the analysis plan.

Basic Analytic Approach

A simple estimate of SPBP’s effect would be the difference between 
the average test score for students enrolled in participating schools and 
the average test score for the students enrolled in eligible schools not 
participating. Ideally, this approach would allow us to infer how much 
average student test scores would differ if their schools did or did not 
participate in SPBP.

However, as discussed in Chapter Two, not all schools randomly 
assigned to SPBP by the lottery elected to participate. Staff in some 
schools voted not to participate after being invited, while other schools 
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dropped out during or after the first three years of implementation. 
Also, some schools not randomly assigned to SPBP participated in the 
program. Schools’ ability to choose whether to participate or not and 
the fact that some schools joined the program without being randomly 
assigned present challenges to our analysis because schools that did not 
follow their lottery assignments might differ systematically from other 
schools in the sample in ways that are related to student test scores. If 
these subsets of schools are meaningfully different, comparing the test 
scores of students in schools that did and did not participate in SPBP 
can distort SPBP effects. That is, if we use assignments that schools 
chose rather than assignments controlled through the lottery, we might 
attribute differences among schools that do and do not choose SPBP 
participation to the effects of the program.

Rather than use a simple analytic approach and risk unknown 
errors, we implemented an alternative approach that is commonly used 
in estimating treatment effects in randomized control trials, the ITT 
analysis (Shadish, Cook, and Campbell, 2001). It compares the average 
outcomes, i.e., Progress Report scores or student test scores, of schools 
or students enrolled in schools that were assigned by lottery to SPBP, 
regardless of whether the school participated in the program in a par-
ticular school year, to the average outcomes for schools that were not 
selected by the lottery process to SPBP, regardless of whether the school 
participated in SPBP in a particular school year.

An ITT analysis may seem counterintuitive. Students enrolled 
in some schools that did not participate in SPBP are included in the 
treatment group, while students from some schools that did participate 
are included in the control group. Although this will result in errors in 
the estimate of the SPBP’s effect on student test scores, the direction 
of the bias is known. The estimated effects will take on the same sign, 
but the magnitude of the treatment effect will be closer to zero than 
the true effect (attenuation bias). An ITT analysis also supports signifi-
cance testing of the hypothesis that the effect of SPBP is not different 
from zero.

Furthermore, under the appropriate assumptions, which are rea-
sonable for SPBP evaluation, we can apply a statistical technique devel-
oped by Bloom (1984) and others (Greene, 2007) to generate estimates 
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from the ITT analysis that correct for the attenuation bias. Heuristi-
cally, this adjustment is achieved by dividing the SPBP effect from the 
ITT analysis by the fraction of treatment schools that actually voted in 
favor of participation. We conducted the adjusted ITT analyses for our 
student-level results and obtained results that were very similar to the 
unadjusted results because the overall participation rate among schools 
invited to participate in SPBP was relatively high (over 84 percent). 
Consequently, we only present the unadjusted results in this chapter, 
the adjusted results appear in Appendix D.

Also as discussed in Chapter Two, NYCDOE dropped perfor-
mance targets for schools not participating in SPBP in years 2 and 3. 
This technically changes the interpretation of the SPBP effect being 
estimated in year  1 in comparison with that of the other years. In 
year 1, the effect was that of the bonus program alone, since both SPBP 
and other schools had targets. In years 2 and 3, the estimated effect 
could have been due to the actual potential for financial rewards or 
the effect of a target for performance. However, the target was only 
for the financial rewards, so this distinction may be limited. Also, we 
expect that a minimal effect on results from the distinction of whether 
or not control schools had a target because, with or without explicit 
targets, there were high stakes associated with Progress Report scores 
and grades for all schools.

Sample

This section describes the schools that were and were not invited to 
participate in SPBP. The first three tables show select student- and 
school-level sample statistics for elementary, middle and K–8 schools by 
year. The following four summarize similar statistics for high schools. 
Because of the focus on the ITT analysis, we have defined SPBP schools 
or treatment schools as the set of high-needs schools randomly selected 
to participate in the program, regardless of whether school personnel 
employed in the school actually voted in favor of participating in the 
program. Control schools are defined as the set of high-needs schools 
entered into SPBP lottery but not randomly selected and invited to par-
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ticipate. In addition to reporting mean values for each group of schools, 
the tables indicate whether the differences in mean values between 
SPBP and control schools are statistically significant.

SPBP and Control Sample Elementary, Middle, and K–8 Schools Are 
Very Similar

Our analysis sample for students in grades 3 to 8 included students 
from 191 schools invited to participate in SPBP and 133 control schools. 
The 191 SPBP schools included 114 elementary, 55 middle, and 22 
K–8 schools randomly selected in the lottery. The 133 control schools 
included 78 elementary, 41 middle, and 14 K–8 schools that were not 
selected in the lottery. Due to school closings, school consolidations, 
and incomplete attrition, the sample of schools by year 3 decreased to 
187 treatment schools and 132 control schools.

In general, the observable characteristics of the two student popu-
lations were very similar the year prior to SPBP (baseline, or year 0). 
As shown in Table 7.1, roughly 48 percent of the students were female, 
in both samples; 55 percent of the students in treatment schools and 
56 percent in control schools were Hispanic. A large majority of the 
students also came from low-income families, with roughly 80 percent 
of students in treatment schools and 82 percent of students in control 
schools being ELL. Another 5 to 6 percent of students were eligible for 
reduced-price lunches in SPBP and control samples, respectively.

Table  7.1 also compares the achievement levels of students in 
the two groups. For each year, the table compares the average year 0 
achievement of students enrolled in the SPBP schools to the average 
for students in the control schools. Because testing begins in grade 3 
and students transfer into the district, the sample of students with year 
0 scores decreased with each year of implementation from essentially 
all students in year 0 to only about 20 percent of students in year 3. 
In both the SPBP and control samples of schools, the average student 
scored around 652 on the mathematics test and 638 on the ELA tests 
in the year before the program. These scores place the average stu-
dent in SPBP schools approximately one-third to one-half of a standard 
deviation unit below the average student in the New York City public 
school system as measured by the State of New York’s mathematics and 
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Table 7.1
Select Student-Level Summary Statistics for Elementary, Middle, or K–8 Schools, by Treatment Status and Year

Year 0 Year 1 Year 2 Year 3

Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff.

Student charactersitics (%) 

Female 48.42 48.47 –0.04 48.69 48.11 0.59 48.90 48.41 0.49 48.12 47.82 0.30

Male 51.58 51.53 0.04 51.31 51.89 –0.59 51.10 51.59 –0.49 51.88 52.18 –0.30

Asian/pacific 
Islander 1.77 2.03 –0.26 1.72 1.97 –0.25 1.86 1.89 –0.03 1.90 2.11 –0.21

Black 41.03 39.84 1.20 40.81 39.85 0.96 40.08 39.44 0.65 39.51 39.60 –0.09

hispanic 55.46 56.30 –0.85 55.80 56.40 –0.61 56.29 56.91 –0.62 56.81 56.25 0.56

native Am./
Am. Indian 0.48 0.40 0.09 0.48 0.40 0.08 0.41 0.33 0.08 0.32 0.34 –0.03

white 1.16 1.36 –0.19 1.11 1.32 –0.20 1.19 1.30 –0.12 1.19 1.51 –0.32

race 
undefined 0.09 0.08 0.01 0.08 0.06 0.02 0.17 0.13 0.04 0.28 0.19 0.08

reduced-
price lunch 4.86 5.68 –0.82 4.50 5.19 –0.68 4.21 4.62 –0.41 3.09 2.98 0.11

Free lunch 79.96 82.27 –2.32 81.16 80.08 1.08 78.76 79.43 –0.67 93.28 93.15 0.13

ELL 46.42 48.29 –1.87 44.65 46.70 –2.05 44.62 46.37 –1.75 20.60 20.79 –0.19

retained 0.14 0.17 –0.04 2.72 3.05 –0.33 1.91 2.13 –0.22 4.15 4.34 –0.20

Enrollment 701 703 –3 668 667 1 627 622 5 666 663 3

Total students 70,234 49,098 — 65,883 45,619 — 64,412 45,872 — 63,177 45,920 —
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Year 0 Year 1 Year 2 Year 3

Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff.

Year 0 (2006–2007) Test Scoresa  

Scale Scores

Mathematics 651.63 651.72 –0.09 654.45 654.81 –0.36 656.32 656.55 –0.23 655.92 656.22 –0.30

ELA 637.98 638.39 –0.41 638.53 638.96 –0.42 639.25 639.23 0.03 637.70 637.42 0.28

Standardized Z–Scores            

Mathematics –0.37 –0.36 –0.01 –0.38 –0.37 –0.01 –0.41 –0.41 –0.01 –0.50 –0.49 0.00

ELA –0.36 –0.34 –0.01 –0.37 –0.36 –0.01 –0.41 –0.40 0.00 –0.47 –0.48 0.01

Total students 67,540 47,208 — 45,664 31,534 — 28,135 20,383 — 13,838 10,581 —

Total schools 191 133 58 191 133 58 187 133 54 187 132 55

nOTE: Test scores for year 1, 2, and 3 are from the last year prior to the SpBp being implemented. Four treatment schools are missing 
in year 2 and four treatment schools and 1 control school are missing in year 3.
a For every study year the year 0 scores reported in the table are the average of the test scores from the 2006–2007 school year 
for students enrolled in the study schools during the study year. Because testing begins in grade 3 and students transfer into the 
districts, for each additional year of the program fewer of the students enrolled in study schools that year have 2006–2007 test 
score. This explains the decline in the sample sizes for students with year 0 scores from year 0 to year 3.

Table 7.1—Continued
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ELA assessments, which is consistent with these schools’ designation as 
high-needs schools.

Table 7.2 displays school-level summary statistics for elementary, 
middle, and K–8 schools by treatment status and school year. In both 
samples, the average school size (about 595 students) and the distribu-
tion of schools among school types were very similar between the SPBP 
and control school samples. For example, approximately 60 percent of 
treatment schools and 58 percent of control group were classified as 
elementary schools. As with the summary statistics on student charac-
teristics reported in Table 7.1, treatment and control schools appeared 
to be very much alike when student characteristics and proficiency 
levels were aggregated at the school-level. This was true not only at 
the baseline but also across the three years of SPBP implementation. 
If anything, the two groups tended to look more similar over time, 
which was most noticeable in the proportions of free and reduced-price 
lunch status students, which decreased by 3 percentage points (–3.41 
to –0.29) from the year just prior to SPBP to year 3 of the program.

The SPBP and Control High School Samples Are Similar but Have 
Some Differences on Background Variables

Our high school sample included students from 55 high schools invited 
to participate in SPBP and 42 control schools. The 55 high schools 
included 44 high schools, 10 middle–high schools, and one transfer 
high school. The 42 control schools included 35 high schools, one 
K–8 high school, and six middle-high schools. Due to school closings, 
consolidations, incomplete attrition, and missing data, the sample of 
schools decreased by year 2 to 47 SPBP and 33 control high schools.

The summary statistics in Table 7.3 indicate that students enrolled 
in SPBP schools were more likely to be black than students in schools 
not selected to participate. The same held true for students eligible for 
free school meals, although the difference in the average percentage of 
students qualifying for free lunch nearly disappeared by year 2. These 
statistics also indicate that students enrolled in SPBP schools were less 
likely to be Hispanic or classified as ELL. Despite SPBP and control 
high schools being slightly different on select background characteris-
tics, none of the differences were statistically significant at conventional 
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Table 7.2
Select School-Level Summary Statistics for Elementary, Middle, and K–8 Schools, by Treatment Status and Year

Year 0 Year 1 Year 2 Year 3

Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff.

Student charactersitics (%)

Female 48.57 48.69 –0.13 48.88 48.18 0.69 49.01 48.57 0.45 48.33 47.85 0.48

Male 51.43 51.31 0.13 51.12 51.82 –0.69 50.99 51.43 –0.45 51.67 52.15 –0.48

Asian/pacific 
Islander 1.65 1.62 0.04 1.61 1.58 0.04 1.75 1.63 0.12 1.76 1.65 0.11

Black 41.15 43.49 –2.34 41.21 43.21 –2.00 40.66 42.49 –1.83 40.14 41.92 –1.78

hispanic 55.41 53.17 2.25 55.45 53.60 1.85 55.69 54.25 1.43 56.09 54.55 1.54

native Am./ 
Am. Indian 0.43 0.43 0.00 0.43 0.43 0.01 0.40 0.34 0.06 0.34 0.37 –0.02

white 1.27 1.20 0.07 1.20 1.11 0.10 1.32 1.12 0.19 1.37 1.29 0.08

Free/reduced 
lunch 85.81 89.22 –3.41 86.31 87.17 –0.86 84.09 85.85 –1.77 96.04 96.33 –0.29

Average 
enrollment (no.) 595 593 2 578 572 6 528 515 12 569 562 7



Effects o
n

 pro
g

ress r
ep

o
rt an

d
 Stu

d
en

t Test Sco
res    201

Year 0 Year 1 Year 2 Year 3

Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff.

proficiency

Mathematics (%)

Level 1 15.15 15.48 –0.32 9.05 8.74 0.30 4.85 4.47 0.38 16.46 15.39 1.07

Level 2 32.30 32.28 0.02 27.41 26.65 0.76 21.52 20.33 1.20 46.56 44.98 1.58

Level 3 43.58 42.71 0.87 53.91 53.93 –0.02 59.50 59.69 –0.19 26.98 28.44 –1.45

Level 4 8.97 9.54 –0.57 9.63 10.67 –1.04 14.13 15.51 –1.38 10.00 11.19 –1.20

ELA (%)

Level 1 13.31 13.49 –0.19 8.88 9.15 –0.27 4.18 4.18 0.00 23.03 22.36 0.67

Level 2 51.76 50.40 1.36 48.87 46.83 2.04 40.30 38.87 1.44 50.42 49.85 0.57

Level 3 33.83 34.87 –1.04 40.82 42.56 –1.74 53.45 54.65 –1.20 23.53 24.60 –1.07

Level 4 1.11 1.24 –0.14 1.42 1.45 –0.03 2.07 2.31 –0.24 3.02 3.19 –0.18

School Type

Elementary 114 78 36 112 76 36 110 77 33 109 76 33

Middle 55 41 14 55 41 14 54 41 13 54 40 14

K–8 22 14 8 24 16 8 23 15 8 24 16 8

Total schools 
(no.) 191 133 58 191 133 58 187 133 54 187 132 55

nOTES: proficiency levels for years 1, 2, and 3 are from the last year prior to the SpBp being implemented. Four treatment schools are 
missing in year 2, and 4 treatment and 1 control school are missing in year 3.

Table 7.2—Continued
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Table 7.3
Select Student-Level Summary Statistics for High Schools, by Treatment Status and Year

Student Characteristics

Year 0 Year 1 Year 2

Treatment Control Difference Treatment Control Difference Treatment Control Difference

Female (%) 47.05 47.93 –0.89 44.86 46.22 –1.37 43.76 44.68 –0.92

Male (%) 48.14 47.93 0.21 48.23 46.11 2.13 47.19 46.69 0.50

Gender undefined (%) 4.81 4.13 0.68 6.91 7.67 –0.76 9.05 8.63 0.42

Asian/pacific Islander (%) 4.24 4.44 –0.20 3.96 4.16 –0.19 3.60 3.49 0.12

Black (%) 44.55 35.21 9.34 44.22 33.42 10.81 41.60 33.31 8.28

hispanic (%) 43.46 52.49 –9.02 42.28 51.47 –9.19 43.54 51.61 –8.06

native Am./Am. Indian (%) 0.40 0.36 0.05 0.43 0.33 0.10 0.46 0.34 0.12

white (%) 1.89 3.04 –1.15 1.80 2.67 –0.87 1.55 2.39 –0.84

race undefined (%) 5.45 4.47 0.99 7.30 7.96 –0.66 9.25 8.86 0.38

reduced-price lunch (%) 6.71 4.57 2.14 7.47 5.77 1.70 6.31 5.83 0.48

Free lunch (%) 62.46 52.84 9.63 62.43 57.40 5.03 58.56 58.17 0.40

Free or reduced lunch undefined 
(%) 4.81 4.13 0.68 6.91 7.67 –0.76 9.05 8.63 0.42
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Student Characteristics

Year 0 Year 1 Year 2

Treatment Control Difference Treatment Control Difference Treatment Control Difference

ELL (%) 12.48 18.02 –5.54 14.14 21.13 –7.00 15.26 20.87 –5.60

ELL undefined (%) 4.81 4.13 0.68 6.91 7.67 –0.76 20.04 18.99 1.06

Special Ed status (%) 10.66 10.59 0.07 11.37 11.32 0.05 6.16 6.38 –0.21

Special Ed status undefined (%) 4.81 4.13 0.68 6.91 7.67 –0.76 9.05 8.63 0.42

Total students (no.) 22,553 19,708 20,683 19,589 18,559 17,986

Total schools (no.) 50 37 13 48 34 14 47 33 14

nOTES: Five treatment schools and five controls schools were missing in year 0. Seven treatment schools and eight control schools 
were missing in year 1. Eight treatment schools and nine control schools were missing in year 2.

Table 7.3—Continued
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levels when tested with a linear model with a study group indicator and 
cluster-adjusted standard errors for students clustered in schools.

Students from the two groups of high schools had similar per-
formance levels but some modest differences on select Regents Exams. 
As Table 7.4 shows, the mean test scores in year 0 (2006–2007 school 
year) on the fall and spring administrations of Comprehensive Eng-
lish, the fall Mathematics A, Chemistry, and the spring Science–Living 
Environment exams were relatively similar among students enrolled 
in SPBP high schools and those not assigned to the program. Mean 
differences in test scores among SPBP and non-SPBP schools can be 
found on the fall administration of Mathematics B, Science–Living 
Environment, and Earth Science, along with the spring administration 
of Mathematics A, Mathematics B, and Chemistry. However, as with 
the elementary, middle, and K–8 statistics reported in Tables 7.1 and 
7.2, these differences are not statistically significant when subjected to 
standard t-tests with the school-level data.

Table  7.5 shows select school-level summary statistics for high 
schools by treatment status and school year. It reveals very few differ-
ences in baseline student characteristics between control and treatment 
schools. The mean percentage of students enrolled in SPBP schools are 
more likely to be black than students in schools not selected to partici-
pate (43 percent to 37 percent). The opposite is true for the percentage 
of Hispanic students (52 percent to 57 percent). In addition, control 
schools have an average of about 100 more students than treatment 
schools. Nevertheless, these modest differences in student composition 
are not statistically different.

School-Level Analysis: SPBP Effects on Progress Report 
Components

The SPBP bonuses were determined on the basis of the NYCDOE 
School Progress Reports. This section describes what they measure 
and the performance of the pilot study schools on the Progress Report 
Overall Score, the Environment Category Score, the Performance Cat-
egory Score, the Progress Category Score, and Additional Credit. We 
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Table 7.4
Select Student-Level Regents Examination Score Summary  
Statistics for High Schools, by Treatment Status in Baseline Year

Course and Term

Year 0

Treatment Control Difference 

ELA

Fall 54.59 55.23 –0.64

Spring 53.27 53.61 –0.35

Mathematics A

Fall 59.56 58.94 0.62

Spring 56.86 59.11 –2.25

Mathematics B

Fall 47.20 51.29 –4.09

Spring 45.65 55.57 –9.92

Science–living environment

Fall 54.97 52.91 2.06

Spring 57.36 57.90 –0.54

Earth science

Fall 50.26 54.12 –3.86

Spring 54.19 55.43 –1.24

Chemistry

Fall 49.75 50.14 –0.39

Spring 53.42 51.71 1.71

number of schools

Fall 51 37 14

Spring 53 37 16

number of students

Fall 22,553 19,708 2,845 

Spring 33,038 28,044 4,994 

nOTES: Five treatment and five control schools were missing in year 0.
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Table 7.5
Select School-Level Summary Statistics for High Schools by Treatment Status and Year

Year 0 Year 1 Year 2

Treat. Cont. Diff. Treat. Cont. Diff. Treat. Cont. Diff.

Student Characteristics (%)          

Female 49.52 48.79 0.01 48.79 49.12 –0.32 48.81 48.88 –0.07

Male 50.48 51.21 –0.73 51.21 50.88 0.32 51.19 51.12 0.07

Black 42.72 37.18 5.54 42.70 36.83 5.87 41.47 36.61 4.86

hispanic 52.36 56.67 –4.31 52.61 57.20 –4.60 53.61 57.31 –3.70

native Am./Am. Indian 0.38 0.48 –0.10 0.43 0.43 0.00 0.46 0.43 0.03

white 1.95 2.88 –0.93 1.78 2.74 –0.96 1.64 2.58 –0.94

Other 2.58 2.79 –0.20 2.49 2.80 –0.31 2.82 3.06 –0.25

Free and reduced-price lunch 70.31 72.22 –1.91 72.87 72.11 0.77 71.86 70.71 1.15

Average enrollment 846 949 –103 813 911 –98 730 820 –90

Total number of schools 50 37 13 48 34 14 47 33 14

nOTES: Five treatment schools and five controls schools were missing in year 0. Seven treatment schools and eight 
controls schools were missing in year 1. Eight treatment schools and nine controls schools were missing in year 2.
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describe the performance of schools participating in SPBP each year 
and compare their performance with other schools. We also tested for 
the effects of the program on the schools for the three program years 
(2007–2008 to 2009–2010) and the 2006–2007 school year for base-
line comparison using the original treatment and control assignments 
of 167 control and 232 treatment schools (i.e., using the ITT analysis).

Across all years and all the component scores, we found that 
SPBP had no statistically significant effect on the Progress Reports, 
even though these were the performance measures used to determine 
bonuses. This lack of effect held for elementary, middle, and high 
schools. We also found no differences between schools that partici-
pated in SPBP each year (regardless of random assignment) and other 
pilot schools.

The next section first provides a brief description of the Progress 
Report scores. It then summarizes the performance of the schools par-
ticipating in SPBP each year and concludes with our tests of how SPBP 
affected Progress Report scores.

Description of Measures

As described in Chapter Two, the Progress Report provides an overall 
score, with additional scores for subcomponents. Table 7.6 summarizes 
these various measures.5

Table 7.7 presents the range of overall Progress Report and com-
ponent scores for schools that actually participated in SPBP and the eli-
gible pool of schools that did not (i.e., as treated). Each year, the perfor-
mance of the SPBP participants varied considerably, with some schools 
earning the maximum scores on each component, and others receiving 
very few of the total available points. Schools received particularly high 
scores in the 2008–2009 school year and lower scores in the 2009–
2010 school year. This is also reflected in the average scores given in 
Table 7.8. For example, in 2008, the SPBP participant schools earned 
just 56.76 of the 100 possible points on average; in 2010, they earned 

5 For further descriptions, see “Criteria for Earning a Bonus: Performance Measures” in 
Chapter Two. See NYCDOE, 2011b, for links to further descriptions of the measures and 
methodology.
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just 50 of the total points on average. In 2009, SPBP schools earned 
79.03 of the possible 100 points on average. This pattern also held for 
the other eligible schools in the study. In fact, the score ranges and 
means for the SPBP participants and other schools were very similar 
for all years—the means for the two groups were always within about 
a point or two on every measure and all years. The means for the SPBP 
schools did tend to be slightly higher than those of the nonpartici-
pants, but the differences were not statistically significant.6 Moreover, 
these differences might not reflect the effects of the program because 
schools that actually participated in the program included schools that 
were not in the lottery and excluded schools that were assigned to the 
program via the lottery but declined to participate. These two groups 

6 We used a two-sample t-test to test of the differences between the two groups of schools.

Table 7.6
Definition of Progress Report Component Scores

Progress Report 
Component Score Description

Overall score Based on sum of the components below. Total of 100 possible 
points (plus additional credit).

Environment 
category score

Measures pre–conditions for learning, including student 
attendance and measures of academic expectations, 
communication, engagement, safety, and respect from teacher, 
parent, and student (middle/high school) surveys administered 
by nYCDOE. Total of 15 possible points.

performance 
category score

Measures the number of students who have reached 
proficiency in ELA and mathematics and median proficiency 
levels (elementary, middle, and K–8 schools). Measures 4– and 
6–Year graduation rates and weighted diploma rates (high 
schools). Total of 25 possible points.

progress category 
score

Measures changes in student proficiency over the past 
year—average change in proficiency and percentage making 
progress (elementary, middle, and K–8 schools). Measures credit 
accumulation and regents Exam completion and pass rates 
(high schools). Total of 60 possible points.

Additional credit Earned when high-needs students demonstrate exemplary 
progress on state test scores (elementary, middle, and K–8 
schools) or regents Exam scores, credit accumulation, or 
graduation with regents Diploma (high schools). Schools can 
earn up to 15 additional points.
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of schools could differ from other schools in ways that contributed 
to differences between the groups but that were not caused by SPBP 
participation. Schools that voted to participate might score differently 
than other schools on the Progress Report even in the absence of the 
program.

Table 7.7
Ranges for the Overall and Component Progress Report Scores of SPBP 
Participants and Other Schools, by School Year

Other Schools SPBP Participants

Minimum Maximum Minimum Maximum

2007–2008

Overall score 22.9 100.4 9.6 101.2

Category

Environment 1.5 15.0 2.5 15.0

performance 3.2 25.0 3.9 25.0

progress 5.0 60.0 0.3 60.0

Additional credit 0.0 13.0 0.0 12.0

2008–2009

Overall score 36.0 108.5 33.5 106.6

Category

Environment 2.8 15 3.6 15.0

performance 6.0 25 7.8 25.0

progress 18.9 60 17.4 60.0

Additional credit 0.0 12 0.0 12.0

2009–2010

Overall score 5.1 93.9 9.3 105.1

Category

Environment 0.9 14.6 0.9 15.0

performance 0.0 25.0 0.0 25.0

progress 0.0 60.0 0.0 59.4

Additional credit 0.0 10.3 0.0 15.0
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Table 7.8
Means and Standard Deviations for Overall and Component Progress Report Scores of All SPBP  
Participants and Other Pilot Schools, by School Year

Progress Report  
Component Scores

2007–2008a 2008–2009b 2009–2010c

Other SPBP Other SPBP Other SPBP

Overall 56.00 56.76 77.27 79.03 49.07 50.38

(std. dev.) (16.61) (15.86) (16.10) (15.91) (17.20) (19.07)

Environment category 8.20 8.30 9.60 9.85 7.81 7.92

(std. dev.) (2.72) (2.63) (2.58) (2.52) (2.86) (2.76)

performance category 14.24 14.50 18.30 18.52 7.88 8.25

(std. dev) (4.41) (4.05) (4.67) (4.46) (4.82) (5.42)

progress category 30.54 30.80 43.85 44.76 30.33 31.22

(std. dev.) (10.03) (9.61) (10.16) (9.83) (11.12) (12.05)

Additional credit 3.01 3.15 5.52 5.90 3.05 3.00

(std. dev.) (2.94) (2.69) (3.31) (3.16) (2.67) (2.83)

nOTE: Data include 408 schools that participated in the lottery or entered SpBp outside the lottery and voted 
to participate.
a 15 SpBp and 10 schools not participating in SpBp during the 2007–2008 school year are missing progress 
report Data.
b 17 SpBp and 18 schools not participating in SpBp during the 2008–2009 school year are missing progress 
report Data
c 16 SpBp and 19 schools not participating in SpBp during the 2009–2010 school year are missing progress 
report Data.
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Intent-to-Treat Analysis Results: SPBP Did Not Affect Performance 
on Progress Report Measures

As discussed previously, we used an ITT analysis to estimate SPBP’s 
effects on school outcomes. In this analysis, we compared the Progress 
Report scores for SPBP or treatment schools (those randomly selected 
to participate in the program, regardless of whether school personnel 
actually voted in favor of participating) with control schools (those 
entered into the SPBP lottery but not randomly selected and invited 
to participate). The ITT effects were tested with standard two-sam-
ple t-test for differences in the means (Snedecor and Cochran, 1989). 
Tables 7.9 to 7.11 provide the effect estimates and standard errors. We 
provide standard errors rather than p-values because the effects are not 
significant, making standard errors more informative.

Tables 7.9 presents the results for all schools. Tables 7.10 and 
7.11 present the results for elementary, middle, and K–8–high schools 
respectively. Schools were classified according to the school classifica-
tion presented in Chapter Two, with middle–high schools in both the 
elementary, middle, K–8 school-level and the high school-level sam-
ples. There were 324 elementary, middle schools, and K–8 schools in 
the data and 97 high schools.

We found no statistically significant SPBP effects in any year. The 
group means were nearly identical for many component scores in most 
years. This lack of effects held for all levels of schooling. We also esti-
mated effects for 2006–2007 as a test for possible baseline differences 
due to an imbalance in the randomization. Again there were no sig-
nificant differences, except for positive a difference between SPBP and 
other high school performance scores, and the estimated differences 
were generally small and qualitatively very similar to the estimated 
effects for the intervention years.

Student-Level Analysis: SPBP’s Effect on Student Test 
Scores

The purpose of this analysis was to estimate SPBP’s effect on student 
test scores using assessment results for students in grades 3 to 12 during 
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the four school years of interest. Across all three program years for ele-
mentary, middle, and K–8 levels, we found that SPBP did not improve 
average student test scores in mathematics and ELA. Average scores for 
student enrolled in elementary, middle, and K–8 schools invited to par-
ticipate in SPBP were lower than those for students enrolled in control 
schools for both subjects and all years, but the differences were small 
and were statistically significant only for mathematics in the last year. 
Similarly, across two years for high schools, we found no effect on stu-
dent test scores in any of the Regents subjects: Comprehensive English, 
Mathematics A, Mathematics B, Science–Living Environment, Earth 

Table 7.9
Estimated SPBP Effects on Overall and Component Progress  
Report Scores, by School Year

Progress Report  
Component Score

School Year

2007–2008a 2008–2009b 2009–2010b

Overall –0.39 0.11 –1.32

(std. err.) (1.65) (1.63) (1.86)

Categories

environment –0.06 0.14 –0.12

(std. err.) (0.27) (0.26) (0.29)

performance 0.15 0.00 –0.31

(std. err.) (0.42) (0.47) (0.52)

progress –0.28 0.01 –0.60

(std. err.) (1.00) (1.02) (1.19)

additional credit –0.20 –0.03 –0.29

(std. err.) (0.29) (0.33) (0.28)

a high school data for the 2007–2008 school year include only 87 schools 
with progress reports—six control and four SpBp schools were missing 
data.
b elementary and middle school data for the 2008–2009 and 2009–2010 
school years include only 306 schools with progress reports—nine SpBp 
and five control schools were missing data, and four SpBp schools had 
closed; high school data for the 2008–2009 and 2009–2010 school years 
include only 87 schools with progress reports—four control and six SpBp 
schools were missing data.
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Science, and Chemistry. The next section begins with a brief descrip-
tion of our analytic approach, followed by a summary of findings.

Analytic Approach

As discussed previously, we used an ITT analysis to estimate how SPBP 
might affect student achievement test scores. We produced estimates 
for high schools separately from those for elementary, middle, and K–8 
schools because Regents Exams differ from the exams administered to 
students in grades 3 through 8. The content assessed on Regents Exams 
is more narrowly focused than that for the lower grades. Students can 
also select when to take Regents Exams and can sit for an exam mul-
tiple times. Although we restricted our analysis sample to scores from 

Table 7.10
Estimated SPBP Effects on Overall and Component  
Progress Report Scores for Elementary and Middle  
Schools, by School Year

Progress Report 
Component Score

School Year

2007–2008 2008–2009a 2009–2010a

Overall Score 0.21 –1.14 –2.62

(std. err.) (1.82) (1.42) (2.02)

Categories

environment 0.00 0.11 –0.17

(std. err.) (0.29) (0.28) (0.32)

performance 0.33 –0.04 –0.35

(std. err.) (0.46) (0.44) (0.44)

progress 0.10 –0.95 –1.64

(std. err.) (1.14) (0.97) (1.37)

additional credit –0.22 –0.25 –0.46

(std. err.) (0.32) (0.35) (0.32)
a Data for the 2008–2009 and 2009–2010 school years include only 306 
schools with progress reports—nine SpBp and five control school were 
missing data, and four SpBp schools had closed.
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the first time a student took a specific examination,7 the lack of uni-
formity on assessments and the assessment process across the different 
grade levels could have produced systematic differences in the SPBP 

7 The common interpretation of the SPBP effect on achievement is the average of the differ-
ence between a student’s achievement had the student been enrolled in a school participating 
in SPBP and the achievement had the student been enrolled in a school not participating 
in SPBP. Because high school students have some flexibility in taking the Regents Exams, 
SPBP could affect which students take an exam and when; for students who take the exam, it 
could also affect performance. Our estimate of the SPBP effect combines the effects on who 
takes each exam and how they perform. It describes how much, on average, we might expect 
student achievement on the Regents Exams to change because of a school’s participation in 
SPBP. Our high school analyses did not estimate how much an individual student’s perfor-
mance would change as a result of the school’s participation in the program. For elementary 
and middle school grades, the tests are mandatory, and we interpreted the SPBP effect for 
schools with those grades as the average effect on the achievement of an individual student.

Table 7.11
Estimated SPBP Effects on Overall and Component  
Progress Report Scores for High Schools,  
by School Year

Progress Report 
Component Score

School Year

2007–2008a 2008–2009b 2009–2010b

Overall Score –2.68 2.64 4.63

(std. err.) (3.85) (3.69) (3.44)

Categories

environment –0.29 0.12 0.22

(std. err.) (0.66) (0.58) (0.54)

performance –0.56 –0.35 0.51

(std. err.) (1.01) (0.95) (1.09)

progress –1.71 2.34 3.65

(std. err.) (2.04) (2.16) (1.99)

additional Credit –0.12 0.53 0.25

(std. err.) (0.67) (0.71) (0.59)

a Data for the 2007–2008 school year include only 87 schools with 
progress reports—six control and four SpBp schools were missing data.
b Data for the 2008–2009 and 2009–2010 school years include only 87 
schools with progress reports—four control and six SpBp schools were 
missing data.
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effects on student test scores for reasons unrelated to the incentive pay 
program itself. Also, high school operations differ from other grade 
levels, making it valuable to consider the program effects separately. 
Therefore, schools that enroll students in any of grades 3 to 8 and any 
of grades 9 to 12 are included in separate analyses with the appropriate 
subsets of their students used in each analysis.

Both the elementary, middle, and K–8 school and the high school 
analyses implemented the ITT analysis using ordinary least squares 
methods with cluster adjusted standard errors at the school level to 
correct for possible similarities among test scores from students who 
attended the same schools, which could diminish the effective sample 
size of the observations and, consequently, the precision of the esti-
mates.

We present estimates from the simple ITT approach in this 
chapter and the adjusted ITT estimates with and without student- 
and school-level controls in Appendix D. Select model specifications 
included student and school-level covariates from the school year just 
prior to year 1 of SPBP. Including student- and school-level controls 
can help reduce statistical errors in the group average. These controls 
provide the analyses with more precise estimates and, consequently, 
greater ability to determine whether SPBP had an effect on student 
test scores. More specifically, select model specifications include the 
following:

• student-level controls
– binary indicators for free- and reduced-price lunch status
– ELL status
– special education status
– race and/or ethnicity (American Indian or Alaskan Native, 

Asian or Pacific Islander, black, Hispanic or Latino, other, and 
white

– gender
– whether a student was retained (i.e., enrolled in same grade in 

both year t and year t-1).
• school-level controls

– the number of students enrolled in the school
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– the percentage of students receiving free and reduced-price 
lunch

– the percentage of students classified as ELL
– the percentage of students receiving special education services
– the percentage of students by race and/or ethnicity
– the percentage of students who are male
– binary indicators for school type (i.e., elementary, middle, or 

K–8).
For elementary, middle, and K–8 school students, we also esti-

mated a series of models that contained all these student- and school-
level variables and a student’s prior ELA test scores for models using 
ELA scores as the dependent variable and a student’s prior mathemat-
ics test scores for models using mathematics scores as the outcome of 
interest. A student’s prior test score was measured in the most recent 
year outside the time he or she attended a school during the evaluation. 
For example, a student who enrolled in a study school all three years of 
the program (i.e., the 2007–2008, 2008–2009, and 2009–2010 school 
years), the prior achievement would be from the 2006–2007 school 
year; for a student who transferred to an SPBP school at the start of 
year 3 (the 2009–2010), prior achievement would be measured in the 
2008–2009 school year. Even though the current assessment was first 
used in the 2005–2006 school year, prior test scores were restricted to 
scores from the 2006–2007 school year.

Sensitivity Analyses

We conducted various robustness checks to explore whether estimates 
of SPBP effect were sensitive to the specific scales we report here or 
to the model specification. We considered an alternative test score 
transformation for every grade level, subject, and year. To calculate 
this alternative transformation, we first partitioned the student scores 
into 20 bins based on equal length intervals of the students’ prior year 
assessment scores. Within each bin, we created alternative z-score trans-
formations using the mean (mb) and standard deviation (sb) for students 
in the bin, b=1, . . . , 20:
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We then reestimated our models using these alternatively trans-
formed scores. We also considered models with alternative sets of 
covariates. We fit models with and without prior test scores because 
many students do not have any prior scores (e.g., they were enrolled in 
grades that were not tested in years before enrolling in a school in the 
study or they transferred into the New York City school system). We 
also ran models that contain prior test scores expressed as the quadratic 
or cubic of a student’s test score in the most recent year prior to a school 
participating in SPBP. The results proved to be very similar to those 
reported below.

We also tested for interactions between school size and SPBP. As 
noted in Goodman and Turner (2011), larger schools might be more 
susceptible to “free riders” or staff feeling personally responsible for 
achieving the bonus. Moreover, Goodman and Turner report such 
interactions using school-level analyses.

Relationship Between Distribution Plans and Student Outcomes

We also examined whether aspects of the bonus distribution plans that 
SPBP elementary, middle, and K–8 schools adopted were associated 
with better outcomes in the 2009–2010 school year. To operational-
ize different bonus distribution plans between schools, we calculated 
the Gini coefficient using award distribution information for all school 
employees in the school, for teachers only, and for teachers and coaches 
only. We also calculated the proportion of bonus awards at the school 
that did not equal the modal award for the school. Finally, we created 
an indicator denoting whether a school differentiated bonus awards on 
the basis of individual performance. Estimates from these analyses are 
reported in Appendix D.
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Student Test Score Findings

This section presents our results on how SPBP affected student test 
scores during its three years of implementation. The first set of results 
focuses on the elementary, middle, and K–8 school sample for years 1 
to 3. The second reports findings for the high school sample in years 
1 and 2.

SPBP Did not Improve Average Mathematics or ELA Test Scores for 
Elementary, Middle, and K–8 Students

Table  7.12 shows our results on the effects of SPBP on student test 
scores in mathematics and ELA for students enrolled in elementary, 
middle, and K–8 level schools. The top half of the table contains esti-
mates using the original, unstandardized scale scores as the student 
performance measure. The bottom half reports estimates using the 
standardized scale scores as the outcome variable. Each set of analyses 
contains estimates with and without controls for student- and school-
level characteristics.8

The estimates show that the average mathematics and ELA test 
scores of students from schools randomly chosen for an invitation to 
participate in SPBP were lower than those of students from control 
schools during years 1, 2, and 3. The magnitudes of the estimates, 
however, were very small—on the order of about –0.97 to –2.13 scale 
score points in mathematics and –0.69 and –0.91 scale score points in 
ELA on a test scale that typically ranges 300 points at each grade level.9
Further, the differences were statistically significant only for mathe-
matics in year 3. Conducting multiple statistical tests from the same 
experiment, such as testing the SBPB effects for two subjects in each of 

8 The estimates reported in Tables 7.12 through 7.14 (and Appendix F) do not take into 
account a student’s prior test performance when the controls are added for student- and 
school-level characteristics. Analyses controlling for a students’ prior test performance 
yielded similar results but were not reported in these tables because of the number of students 
lacking prior test scores, which results in loss of student observations.
9 The State of New York mathematics and ELA assessments have two key features in 
common across grades 3 through 8: a score of 650 is the minimum score for proficiency 
under NCLB (minimum Level 3 score), and all have a standard deviation of 40. 
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three years, could result in one or more spurious statistically significant 
effects even if the program had no true effects. When we adjusted for 
the multiple comparisons using the approach of Benjamini and Hoch-
berg (1985), the year 3 mathematics effects were no longer significant, 
suggesting that, because of chance differences in the schools assigned 
to the SPBP and control groups, the effects we observed would not be 
uncommon. Moreover, ELA scores for SPBP schools were lower on 
average than the corresponding scores for control schools in year 1 even 
before the schools participated in the program, further suggesting that 
the observed differences were due to chance assignment, not the effects 
of the program. The results provided in the bottom panel of Table 7.12 
are qualitatively similar, suggesting our results are robust to the par-
ticular specification of the model and scaling of the test scores.

SPBP Had No Discernable Average Effect on Regents Exam Scores 
for High School Students in Years 1 and 2

Tables 7.13 and 7.14 show the average effects of SPBP on Regent Exam 
scores for ELA, Mathematics A, Mathematics B, Science–Living Envi-
ronment, Earth Science, and Chemistry. Table  7.13 provides results 
using scales scores as the student performance measure and then 
Table 7.14 offers results using the standardized scores as the dependent 
variable. The tables report effects for both the fall and spring admin-
istrations. For each test and test administration, the tables also report 
the number of schools included in the analysis. These numbers vary 
because not all schools administered a specific Regents Exam or not all 
students were participating in Regents testing for the first time and/or 
completed the exam during each administration.

As shown in Table 7.13 and Table 7.14, the results of the ITT 
analysis indicate that SPBP had no discernable effect on Regents Exam 
scores. Across all tests and test administrations, the estimated effects 
are very small, many with effect sizes less than 0.05 in absolute value. 
None of the effects are significant.
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Table 7.12
SPBP Effects on Test Scores for Elementary, Middle, or  
K–8 Schools, by Subject and School Year (ITT Estimates)

Year 1 Year 2 Year 3 Years 1, 2, and 3

No Controls Controls No Controls Controls No Controls Controls No Controls Controls

Scale Scores

Mathematics –1.20 –0.97 –1.63 –1.59 –2.13* –1.93* –1.65 –1.57

(std. err.) (1.08) (0.89) (1.05) (0.90) (1.07) (0.96) (1.01) (0.86)

Observations 111,014 111,014 108,093 107,953 108,555 107,976 327,662 326,943

r2 0.10 0.23 0.09 0.20 0.09 0.22 0.10 0.22

eLa — — –0.69 –0.80 –0.90 –0.91 — —

(std. err.) — — (0.78) (0.65) (0.66) (0.58) — —

Observations — — 105,483 105,330 105,303 105,269 — —

r2 — — 0.04 0.18 0.08 0.24 — —

Student and school controls √ √ √ √

Standardized Scores

Mathematics –0.03 –0.02 –0.05 –0.04 –0.06* –0.06* –0.05 –0.04

(std. err.) (0.03) (0.02) (0.03) (0.02) (0.03) (0.03) (0.03) (0.02)

Observations 111,014 111,014 108,093 107,953 108,555 107,976 327,662 326,943

r2 0.00 0.15 0.01 0.13 0.01 0.15 0.01 0.14
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Year 1 Year 2 Year 3 Years 1, 2, and 3

No Controls Controls No Controls Controls No Controls Controls No Controls Controls

eLa — — –0.02 –0.03 –0.03 –0.03 — —

(std. err.) — — (0.02) (0.02) (0.02) (0.02) — —

Observations — — 105,483 105,330 105,303 105,269 — —

r2 — — 0.00 0.15 0.01 0.18 — —

Student and school controls √ √ √ √

number of schools         

treatment 191 187 187 191

Control 133 133 132 133

nOteS: *, **, *** estimates are statistically significant from zero at the 5%, 1%, and 0.1% levels, respectively. Student-level controls 
include gender, race and/or ethnicity, eLL status, special education status, free or reduced-price lunch status, retention flag, and 
grade level. School-level controls include male students (%), students by race and/or ethnicity (%), free and reduced-price lunch 
students (%), school size, and school level. the referant categories are grade 8, white, female, white (%), female (%), K–8 schools, 
and year 3. Four of the 324 in the elementary, middle, and K–8 sample were excluded from the analysis because they did not enroll 
students in at least one tested grade (grades 3–8). Standard errors appear in parentheses. Year 1 and three-year combined results 
for eLa are excluded because testing occurred early in the school year, before effects could occur.

Table 7.12—Continued
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No Statistically Significant Relationship Was Found Between 
Student Achievement and Bonus Award Plans

For elementary, middle, and K–8 school students, we estimated the 
relationship between achievement levels and the school’s implemen-
tation of the bonus program, as measured by the bonus differentia-
tion in its 2010 distribution plan. We used the Gini coefficient for all 
staff, teachers, teachers, and coaches; the proportion of staff not receiv-
ing the modal award for the school; and whether or not the school 
reported using individual performance as part of the basis for deter-
mining awards. For each of these measures of award differentiation, we 
estimated the change in student mathematics scores and ELA scores 
associated with differences in the measures. The results presented in 
Table  5 in Appendix D show very small effects for the relationship 
between outcomes and the Gini coefficient or classification of schools 
on the basis of the survey measures. The largest relationship is between 
the proportion of staff slated not to receive the school’s modal award 
and student achievement, but none of the effects are statistically sig-
nificant. The small number of schools with significant differentiation 
limited our ability to model these relationships.

Summary and Discussion

Overall, we found that SPBP had no statistically significant effects 
on school Progress Report scores. Across all years and all component 
scores for the Progress Reports (environment, performance, progress, 
and additional credit), we found no statistically significant differences 
between scores of SPBP treatment and control schools or between 
schools that participated in SPBP each year (regardless of random 
assignment) and other eligible schools. This lack of effects held true for 
elementary, middle, and high schools.

In addition, we found that SPBP did not improve student test 
scores in mathematics and ELA during the first three years of the pro-
gram at the elementary, middle, and K–8 levels and the first two years 
of the program at the high school level. We also found that SPBP did 
not improve student test scores after adjusting estimates for schools 
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Table 7.13
SSPBP Effects on Regents Exams Scores for High Schools,  
by Subject and School Year: Scale Scores (ITT Estimates)

Fall Test Administration Spring Test Administration

Fall, Year 2 Spring, Year 1 Spring, Year 2

No Controls Controls No Controls Controls No Controls Controls

eLa 0.62 0.72 0.39 –0.56 2.23 1.72

(std. err.) (2.01) (2.14) (1.79) (1.63) (1.52) (1.37)

Student Observations 8,234 8,234 10,276 10,276 9,345 9,345

School Observations 82 82 84 84 82 82

r2 0.00 0.17 0.00 0.15 0.00 0.19

Mathematics a 0.26 0.48 –0.16 0.54 — —

(std. err.) (0.81) (0.66) (1.07) (0.97) — —

Student Observations 8,469 8,469 11,907 11,907 — —

School Observations 82 82 82 82 — —

r2 0.00 0.09 0.00 0.10 — —

Mathematics B –0.66 –0.88 –2.32 –0.19 –2.72 0.97

(std. err.) (3.13) (2.38) (2.66) (2.20) (2.72) (2.28)

Student Observations 1,299 1,299 1,914 1,914 1,813 1,813

School Observations 62 62 66 66 72 72

r2 0.00 0.10 0.00 0.11 0.01 0.11
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Table 7.13—Continued

Fall Test Administration Spring Test Administration

Fall, Year 2 Spring, Year 1 Spring, Year 2

No Controls Controls No Controls Controls No Controls Controls

Integrated algebra 0.65 1.36 1.14 1.58 –1.14 –0.28

(std. err.) (1.09) (0.78) (1.06) (1.11) (1.04) (1.03)

Student Observations 7,170 7,170 10,447 10,447 16,062 16,062

School Observations 81 81 80 80 82 82

r2 0.00 0.08 0.00 0.09 0.00 0.09

Science–Living environment 0.08 –0.42 0.15 0.27 –0.36 0.30

(std. err.) (1.21) (1.20) (1.07) (1.08) (1.12) (1.17)

Student Observations 7,903 7,903 11,953 11,953 12,540 12,540

School Observations 82 82 81 81 81 81

r2 0.00 0.07 0.00 0.09 0.00 0.13

earth Science –2.38 –2.03 –2.70 –2.84 –1.36 –1.89

(std. err.) (2.82) (2.22) (1.85) (1.87) (2.12) (2.11)

Student Observations 1,490 1,490 5,856 5,856 6,197 6,197

School Observations 50 50 68 68 68 68

r2 0.01 0.10 0.01 0.11 0.00 0.10
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Table 7.13—Continued

Fall Test Administration Spring Test Administration

Fall, Year 2 Spring, Year 1 Spring, Year 2

No Controls Controls No Controls Controls No Controls Controls

Chemistry –3.76 –3.56 0.01 0.13 1.62 3.40

(std. err.) (5.74) (3.10) (2.02) (1.88) (2.38) (2.14)

Student Observations 316 316 2,869 2,869 2,705 2,705

School Observations 31 31 62 62 57 57

r2 0.02 0.41 0.00 0.08 0.00 0.12

Student and school controls √ √ √

nOteS: *, **, *** estimates statistically significant from zero at the 5%, 1%, and 0.1% levels, respectively. 
Student-level controls include gender, race and/or ethnicity, free/reduced lunch status, and indicators 
if gender or race and/or ethnicity was undefined. School-level controls include the percentage of male 
students, percentage of students by race and/or ethnicity, percentage of free/reduced price lunch 
students, school level and school size. the number of schools containing at least one student with valid 
test score information ranges between 31 (Chemistry, fall 2008) and 84 (eLa, spring 2008). table does not 
contain estimates for Mathematics–a in spring 2009 because of insufficient number of valid test scores. 
Standard errors appear in parentheses.
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Table 7.14
SPBP Effects on Regents Exams Scores for High Schools,  
by Subject and School Year: Standardized Scores (ITT Estimates)

Fall Test Administration Spring Test Administration

Fall, Year 2 Spring, Year 1 Spring, Year 2

No Controls Controls No Controls Controls No Controls Controls

eLa 0.04 0.04 0.02 -0.03 0.13 0.09

(std. err.) (0.11) (0.11) (0.09) (0.08) (0.07) (0.07)

Student Observations 8,234 8,234 10,276 10,276 9,345 9,345

School Observations 82 82 84 84 82 82

r2 0.00 0.17 0.00 0.14 0.00 0.19

Mathematics a 0.02 0.04 -0.01 0.04 … …

(std. err.) (0.07) (0.05) (0.08) (0.07) … …

Student Observations 8,469 8,469 11,907 11,907 … …

School Observations 82 82 83 83 … …

r2 0.00 0.08 0.00 0.09 … …

Mathematics B -0.04 -0.05 -0.13 0.01 -0.15 0.05

(std. err.) (0.19) (0.14) (0.15) (0.13) (0.15) (0.13)

Student Observations 1,299 1,299 1,914 1,914 1,813 1,813

School Observations 62 62 66 66 72 72

r2 0.00 0.08 0.00 0.07 0.01 0.08
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Fall Test Administration Spring Test Administration

Fall, Year 2 Spring, Year 1 Spring, Year 2

No Controls Controls No Controls Controls No Controls Controls

Integrated algebra 0.05 0.11 0.08 0.12 -0.08 0.22

(std. err.) (0.09) (0.06) (0.08) (0.08) (0.08) (0.07)

Student Observations 7,170 7,170 10,447 10,447 13,855 13,855

School Observations 81 81 80 80 82 82

r2 0.00 0.08 0.00 0.09 0.00 0.09

Science–Living environment 0.01 -0.03 0.01 0.02 -0.03 0.02

(std. err.) (0.09) (0.09) (0.08) (0.08) (0.08) (0.09)

Student Observations 7,903 7,903 11,953 11,953 12,540 12,540

School Observations 82 82 81 81 81 81

r2 0.00 0.07 0.00 0.09 0.00 0.12

earth Science -0.15 -0.13 -0.16 -0.17 -0.08 -0.12

(std. err.) (0.18) (0.15) (0.11) (0.11) (0.13) (0.13)

Student Observations 1,490 1,490 5,856 5,856 6,197 6,197

School Observations 50 50 68 68 68 68

r2 0.01 0.09 0.01 0.10 0.00 0.09

Table 7.14—Continued
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Fall Test Administration Spring Test Administration

Fall, Year 2 Spring, Year 1 Spring, Year 2

No Controls Controls No Controls Controls No Controls Controls

Chemistry -0.30 -0.28 0.00 0.01 0.13 0.26

(std. err.) (0.45) (0.24) (0.17) (0.16) (0.18) (0.17)

Student Observations 316 316 2,869 2,869 2,705 2,705

School Observations 32 32 62 62 57 57

r2 0.09 0.39 0.00 0.05 0.00 0.11

Student and school controls √ √ √

nOteS: *, **, and *** estimates are statistically significant from zero at the 5%, 1%, and 0.1% levels, 
respectively. Student-level controls include gender, race and/or ethnicity, free or reduced-price lunch 
status; indicators of gender or race and/or ethnicity were undefined. School-level controls include male 
students (%), students by race and/or ethnicity (%), free and reduced-price lunch students (%), school 
level, and school size. the number of schools containing at least one student with valid test score 
information ranged between 31 (chemistry, fall 2008) and 84 (eLa, spring 2008). table does not contain 
estimates for Mathematics a in spring 2009 because of insufficient valid test scores. Standard errors 
appear in parentheses.

Table 7.14—Continued
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assigned to the SPBP intervention that declined participation. The 
same held across a number of robustness checks, including differ-
ent mixtures of controls for student- and the school-level covariates, 
whether the dependent variable was a raw or standardized score, and 
the methodological approach to account for the clustered structure of 
the data.

As noted earlier, during the SPBP program and our evaluation, 
New York state determined that the type of questions on its test were 
too easy for teachers to predict, suggesting that the resulting scores 
might be inaccurate measures of student knowledge and proficiency 
levels. This does not invalidate our estimate of the SPBP effect on the 
tests. Both SPBP and the control groups were measured on the same 
tests with the same limitations, so differences between groups could 
not be due to the test alone. Similarly, any assessment revisions and 
proficiency standard changes in year 3 (2009–2010 school year) did 
not invalidate our test of SPBP’s effect on scores from those assessments 
because the changes applied to both groups. However, the problems 
with the assessments could have implications for the program’s poten-
tial to affect outcomes. In years 1 and 2, teachers’ efforts to improve 
learning might not have been captured by tests that teachers in both 
SPBP and control groups had corrupted by teaching to item types or 
very narrowly tested material.

More generally, the problems with the New York assessments 
point to the limitations of using test scores as outcome measures. They 
are imperfect measures of student knowledge and skills and might not 
capture valuable effects of the program. Concerns have been raised 
in both the media and academic literature about unintended conse-
quences of high-stakes testing programs (e.g., Koretz, 2002). How-
ever, test scores are the best available uniform measure for tracking 
student outcomes, in spite of their limitations (McCombs, Kirby, and 
Mariano, 2009). Moreover, school systems are interested in improv-
ing accountability test scores, and one requirement of any effective  
performance-pay system would be that it lead to improvements in the 
performance measures beyond what would have occurred were it not 
in place. Consequently, even though the state assessments were limited, 
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our tests of the effects of the program on these measures were essential 
to our evaluation.
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ChApTEr EIGhT

Teacher Attitudes and Behaviors in SPBP and 
Control Schools

In this chapter, we assess how SPBP affected self-reported attitudes and 
behaviors by comparing the responses of a sample of teachers in all 
SPBP-assigned schools with the responses of teachers in eligible schools 
that were not randomly selected. Drawing on results from surveys 
administered in spring 2010, this analysis helps us determine whether 
SPBP had an effect on teachers that might have been the mediator or 
source of effects on student achievement.

As noted at the outset, the leaders who designed SPBP set out 
several hypotheses about how the program would improve student out-
comes:

• The possibility of receiving a share of the financial bonus would 
motivate individual staff to improve their efforts and practices to 
maximize chances of achieving that bonus, which would improve 
practices and ultimately improve student achievement.

• Winning a financial bonus would enhance staff morale, which 
would improve practices and student achievement.

• Providing a bonus tied to schoolwide performance would incen-
tivize all staff to work together to maximize chances of achiev-
ing that bonus, which would improve student achievement either 
directly or indirectly as a result of improved school and classroom 
practices.

• Participating in the bonus program might motivate staff to seek 
and sustain employment at these schools, which could in turn 
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provide greater continuity and support for school improvement 
efforts and ultimately improve student achievement.

This chapter helps test these hypotheses by investigating whether 
indicators of these intermediate outcomes—instructional practices, 
morale, collaboration, and staff retention—differ between program and 
control schools. This analysis also helps explain the results described in 
the previous chapter, on student achievement. As we describe, given the 
lack of differences in teacher attitudes and behaviors, it is not surpris-
ing that we found that SPBP did not affect student achievement. One 
would not expect to see higher student test results if nothing different 
was occurring in terms of instruction, teacher effort, collaboration, or 
retention in SPBP schools from in control schools.

The research question answered in this chapter is: How did SPBP 
affect teachers’ self-reported attitudes and behaviors?

Methodology

Chapter Three provides details about the survey administration. As a 
reminder, we chose to conduct an ITT analysis to examine how SPBP 
affected teacher outcomes. We compared the attitudes and behavior of 
teachers from schools randomly assigned to the SPBP group with those 
from schools assigned to control regardless of the school’s actual SPBP 
participation. This provided valid tests of the effect of the intervention 
without biases from differences between schools that do or do not opt 
to participate in the program when given a choice.

Sample

In total, 228 treatment schools and 162 control schools were included 
in the teacher survey (Table 8.1).1 We received responses from teach-
ers in 227 treatment schools (roughly 100 percent) and 160 control 
schools (99 percent). The teacher-level response rate was 59 percent 

1 As discussed in Chapter Three, four SPBP-assigned were not included in the survey sam-
pling frame because the schools had closed, and six control-group schools were not included 
because of errors in survey administration.
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for the treatment schools and 55 percent for the control schools. We 
examined potential differences between responding teachers and non-
responders based on the limited data we had on teacher characteristics, 
which only included whether a teacher taught a tested or nontested 
subject or grade (i.e., mathematics or ELA) or not. We did not find sig-
nificant differences in the composition of respondents and nonrespon-
dents based on teachers’ tested or nontested status. As noted in Chapter 
Three, to account for possible differential response rates between SPBP 
and control-group teachers, we controlled for the teachers and school 
variables described below in the models that test for program effects on 
survey responses.

Survey Measures

We created scales from the survey responses corresponding to selected 
attitudes, instructional practices, professional development, and school 
environment factors. In some cases, we relied on individual items; in 
others, we created scales by combining responses across multiple items. 
To create these composite measures, we reviewed each of the survey 
questions, computed descriptive statistics for all item-level responses 
(including examining full distributions of responses to each item), 
examined the internal consistency (reliability coefficient) among items 
designed to measure common constructs, and conducted exploratory 
factor analyses where appropriate.

Table 8.1
School- and Teacher-Level Response Rates for SPBP Teacher Survey (2010)

School

Teacher

Treatment Control

Treatment Control Tested Untested Tested Untested

Total fielded 228 162 896 670 637 475

Total responded 227 160 544 379 351 258

percent 61 57 55 54

percent 
responded 100 99 59 55
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In total, we created 14 scales (grouped topically in Tables  8.2 
through 8.7). Scale scores were computed by averaging the item scores 
across the responded items in the scale. These tables also present the 
number of items in each scale and the internal consistency (coefficient 
Alpha) values for all scales.

Analysis

We used a mixed-effects two-level hierarchical model to examine 
whether teachers in the treatment schools differed significantly from 
their counterparts in the control schools on the survey scales. Addi-
tional details on this model are in Appendix E. The coefficient on 
the SPBP indicator equals the estimated difference in the scale scores 
between teachers in the treatment and control schools, after control-
ling for school grade levels and demographic variables, and estimates 
the SPBP effect on the scales or items.

For individual items, we applied an ologit (ordinal logit) regres-
sion model for items with more than two choices (e.g., from strongly 
disagree to strongly agree) and a logit regression model for items with 
two choices (e.g., yes or no), with the same set of school-level covariates 
and adjustment for clustered data (Long, 2006).

If we were only interested in the SPBP effect on a specific outcome 
measure (i.e., a scale or an item), p-values smaller than 0.05 would 
indicate a statistically significant treatment effect on that outcome 
measure. However, we were interested in testing the overall program 
effect across many outcomes. In total, we tested the program effect on 
37 outcome measures, including 14 scales and 23 individual items. The 
likelihood of finding a spurious significant treatment effect when the 
true effects are all null increases with the number of tests conducted. 
Therefore, caution is warranted when interpreting the significance of 
treatment coefficients and making inferences about the program effect. 
In this chapter, we report both the traditional p-values and the signifi-
cance of effects after adjusting for the increased risk of finding one or 
more spurious effects. Although three outcome measures that showed 
a significant treatment effect based on a significance level of 0.05 sug-
gest differences in these outcomes between SPBP and control-group 
teachers, only one of these had a significant treatment coefficient after 
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Table 8.2
SPBP Teacher Survey Scale Description: Instructional Practices

Construct Description

Instructional practices scale: never = 1 
Every few months = 2 

Once or twice a month = 3 
Once or twice a week = 4 

Almost daily = 5

Test-score-driven instruction
Items: 9 
reliability coeff.: 0.85

I use test score data to —
– identify individual students who need additional 

assistance
– set learning goals for individual students
– tailor instruction to individual students’ needs
– develop recommendations for tutoring or other 

educational support services
– assign or reassign students to groups within my 

class
– identify topics requiring more or less emphasis in 

instruction
– encourage parent involvement in student 

learning
– identify areas where I need to strengthen my 

content knowledge or skills
– reflect on and discuss teaching and learning with 

my inquiry team or other teachers, coaches, etc.

Student-directed instruction
Items: 4 
reliability coeff.: 0.66

how often do you engage in the following activities 
as part of your instructional practice?
– plan different assignments or lessons for groups 

of students based on their performance on 
assignments or assessments

– re–teach topics because student performance on 
assignments or assessments did not meet high 
standards

– Conduct preassessment to find out what students 
know about a topic before teaching it

– For those students who are having academic 
problems, I try to make direct contact with their 
parents

Standards-aligned  
instruction

Items: 2 
reliability coeff.: 0.54

how often do you engage in the following activities 
as part of your instructional practice?
– Analyze students’ work to identify the curricular 

standards or content that students have or have 
not yet mastered

– Design my classroom lessons to be aligned with 
specific curricular standards
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Table 8.3
SPBP Teacher Survey Scale Description: Professional Development

Construct Description

Professional development 
scale:

none = 1 
5 hours = 2 

6–20 hours = 3 
21–40 hours = 4 

More than 40 hours = 5

On instruction
Items: 2 
reliability coeff.: 0.81

During the current school year (2009–2010, including 
summer 2009), about how many total hours of pD did 
you receive so far in each of the following areas?
– pedagogy: Strategies for teaching your subject 

area(s)
– Content: Indepth study of topics in your subject 

area(s)

On test and data
Items: 2 
reliability coeff.: 0.67

During the current school year (2009– 2010, including 
summer 2009), about how many total hours of pD did 
you receive so far in each of the following areas?
– preparing students to take new York State 

assessments or regents tests
– Analyzing and interpreting student achievement 

data

On nonacademic topics
Items: 2 
reliability coeff.: 0.81

During the current school year (2009– 2010, including 
summer 2009), about how many total hours of pD did 
you receive so far in each of the following areas?
– Classroom and behavior management
– Identifying and addressing student 

socioemotional issues
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Table 8.4
SPBP Teacher Survey Scale Description: Collaboration

Construct Description

Collaboration scale: never or not yet this year = 1 
Once or twice a year = 2 

Every few months = 3 
Once or twice a month = 4 
Once or twice a week = 5 

Almost daily = 6

Collaboration with other 
teachers

Items: 5 
reliability coeff.: 0.78

During the current school year (2009– 2010), how 
frequently have you engaged in the following 
activities?
– Analyzed student achievement data or student 

work with other teachers at my school
– Met with other teachers at my school to discuss 

instructional planning
– Met with other teachers at my school to discuss 

the academic needs of individual students
– Observed lessons taught by another teacher at 

my school
– had my lesson observed by another teacher at my 

school 

Collaboration with 
administrators

Items: 3 
reliability coeff.: 0.78

During the current school year (2009–2010), how 
frequently have you engaged in the following 
activities?
– Analyzed student achievement data or work with 

administrators at my school
– Met with administrators at my school to discuss 

the academic needs of individual students
– had an administrator observe my instruction (not 

for formal evaluation purposes)

Collaboration with whole  
staff

Items: 2 
reliability coeff.: 0.49

During the current school year (2009–2010), how 
frequently have you engaged in the following 
activities?
– Discussed the social or behavioral needs of 

individual students with staff, including teachers, 
counselors, psychologists, etc.

– Met with whole school staff to discuss school 
goals and improvement strategies 
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Table 8.5
SPBP Teacher Survey Scale Description: Improvement Efforts

Construct Description

Improvement effort scale: not at all = 1 
To a small extent = 2 

To a moderate extent = 3 
To a great extent=4

Collaborative planning
Items: 2 
reliability coeff.: 0.76

To what extent have you undertaken the following 
to help your school achieve a high progress report 
score/grade this year?
– worked together with other teachers to plan and 

implement what we teach
– worked together with administrators to plan and 

implement what we teach

Attention to subgroups
Items: 2 
reliability coeff.: 0.64

To what extent have you undertaken the following 
to help your school achieve a high progress report 
score/grade this year?
– Focused on the academic performance of 

students on the cusp of state test levels (e.g., 
between levels 2 and 3)

– Focused on the academic performance of high-
needs students (e.g., ELL, SpEd, low performers)

Test preparation
Items: 3 
reliability coeff.: 0.74

To what extent have you undertaken the following 
to help your school achieve a high progress report 
score/grade this year?
– Spent time in class teaching general test-taking 

strategies (e.g., time management, eliminating 
wrong multiple-choice options)

– relied on particular styles or formats of problems 
in state tests in my own classroom assessments

– Focused on standards known to be assessed on 
state tests
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Table 8.6
SPBP Teacher Survey Scale Description: Collegiality

Construct Description

Collegiality scale: Strongly disagree = 2 
Disagree = 2 

Agree = 3 
Strongly agree = 4

Collegiality
Items: 5 
reliability coeff.: 0.82

Think about staff in your school this year, including 
teachers, other UFT members, and administrators. 
please indicate the extent to which you agree or 
disagree about staff in your school —
– Feel responsible to help each other do their best
– Do not regularly share materials or ideas with one 

another
– really trust each other
– Seem more competitive than cooperative
– Can be counted on to help out anywhere or 

anytime, even though it may not be part of their 
official assignment

Table 8.7
SPBP Teacher Survey Scale Description: Instructional Leadership

Construct Description

Instructional leadership scale: Strongly disagree = 2 
Disagree = 2 

Agree = 3 
Strongly agree = 4

Instructional leadership
Items: 6 
reliability coeff.: 0.92

Think about the leadership that the principal at your 
school has provided this school year. To what extent 
do you agree or disagree with each of the following 
statements about your principal’s leadership? The 
principal at my school —
– Sets high standards for teaching
– Carefully tracks student academic progress
– Ensures that teachers have sufficient time for 

professional development
– Actively monitors the quality of instruction in our 

school
– works directly with teachers who are struggling 

to improve their instruction
– Communicates a clear vision for our school 
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we adjusted for multiple comparisons.2 This indicates that, overall, 
the program was not associated with differences in teachers’ attitudes, 
perceptions or behaviors, with one possible exception: attitudes about 
whether nonteaching staff should receive a smaller share of a financial 
bonus than teachers.

Findings

Overall, we did not observe statistically significant group differences 
on the survey measures, indicating that the assignment to the SPBP 
treatment or control group was not associated with differences in atti-
tudes, perceptions, or behaviors.3 In the next sections, we will review 
the results by key domain.

Instructional Practice

As Tables 8.8 and 8.9 illustrate, we observed no statistically significant 
differences between SPBP and control-group teachers on most scales 
and individual items measuring instructional practices. Overall, both 
groups of teachers reported devoting similar amounts of time to test-
score-driven instruction and student-directed instruction, to confer-
ring with other teachers, and to introducing content through presen-
tation or direct instruction. Two exceptions were that SPBP teachers 
reported devoting slightly less time to standards-aligned instruction 
than did control-group teachers—a finding that runs counter to the 
hypotheses that incentives might increase teachers’ emphasis on certain 
types of instruction known to support student performance on state 
standards-based tests. In addition, a smaller percentage of the SPBP 
teachers than the control-group teachers reported that they used peer 
tutoring daily during instruction. However, neither of these estimates 
remained significant when, using our controls for multiple compari-

2 We used the Benjamini and Hochberg, 1985, method to control for false significant rate 
at 5 percent across all 37 tests.
3 For teacher outcomes, we also tested for interactions between school size and SPBP. We 
did not find significant interactions between them. 
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Table 8.8
Comparison of Instructional Practice Scale Scores of Teachers in SPBP 
Treatment and Control Schools

Construct N Scale Mean Coefficient P–value

Test-score-driven instruction

Treatment 814 3.56 –0.02 0.72

Control 536 3.57

Student-directed instruction

Treatment 910 3.75 –0.05 0.22

Control 601 3.79

Standard-aligned instruction

Treatment 910 4.40 –0.09 0.01

Control 601 4.50

Table 8.9
Percentages of SPBP Treatment and Control-Group Teachers Reporting 
Time Devoted to Instructional Strategies

Instructional Strategies Group N

Once or 
twice a 

month or 
week 
(%)

Almost 
daily 
(%) P–value

have students help other  
students learn class content  
(e.g., peer tutoring)

Treatment 909 42 53 0.03

Control 601 34 60

Confer with another teacher 
about alternative ways to  
present specific topics or  
lessons

Treatment 910 60 30 0.24

Control 601 64 26

Introduce content to the  
whole class through formal  
presentations or direct  
instruction

Treatment 909 28 70 0.14

Control 601 25 74
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sons, we accounted for the potential of one or more of the 37 tests to 
find spurious results. This suggests that the significant treatment effect 
we observed on these two outcome measures could represent spurious 
associations between treatment groups and outcomes, which is sup-
ported by the fact that no pattern of effects emerged.

Teacher Effort, Collaboration, and Professional Development

On most scales and individual items measuring teacher effort, collabo-
ration, and professional development, we observed no statistically sig-
nificant differences between SPBP and control-group teachers. Overall, 
both groups of teachers reported spending a similar number of hours 
a week on school work outside the regular school day (mean for SPBP 
teachers was 12.80 hours; mean for control-group teachers was 13.17 
hours). There were also no significant differences in the total number of 
hours spent in professional development (mean for SPBP teachers was 
48.48 hours; mean for control-group teachers was 49.95 hours) and in 
the hours of professional development related to instruction, state tests 
and data, and nonacademic support for students (Table 8.10).4

Counter to the hypothesis that SPBP participation would increase 
staff collaboration, we observed no significant differences between 
groups in the frequency with which teachers reported collaborating 
with other teachers, with administrators, or with the whole school staff 
on instruction, school improvement, and student support (Table 8.11).

Finally, there were no significant differences in the efforts teach-
ers reported to have undertaken to help schools achieve high Prog-
ress Report scores (Tables 8.12 and 8.13). Teachers in SPBP schools 
were just as likely as teachers in control schools to report undertaking 
collaborative planning, paying attention to particular groups of stu-
dents, and engaging in test-preparation activities to help their schools 

4 As noted in Table 8.2, these items were measured on a 5-point scale: None = 1, 1 to 
5 hours = 2, 6 to 20 hours = 3, 21 to 40 hours = 4, More than 40 hours = 5. Therefore, a 
mean score of 2.48 for treatment schools on time spent in instructionally related professional 
development means that teachers on average reported receiving between 1 to 5 hours and 
6 to 20 hours of this type of professional development. 
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Table 8.10
Comparison of Teacher Time Devoted to Non–School-Hour School Work 
and Professional Development in SPBP Treatment and Control Schools

Construct Group N Mean Coefficient P–value

Time spent on work outside 
regular school hours (hours  
per week)

Treatment 899 12.80 –0.34 0.46

Control 596 13.17

Overall hours on professional 
development this school year

Treatment 987 48.48 –1.78 0.83

Control 595 49.95

Time spent in professional 
development: instruction

Treatment 894 2.48 –0.07 0.22

Control 596 2.54

Time spent in professional 
development: test and data

Treatment 894 2.31 –0.01 0.92

Control 596 2.32

Time spent in professional 
development: nonacademic

Treatment 894 1.77 0.00 0.94

Control 592 1.77

Table 8.11
Comparison of Teacher Collaboration in SPBP Treatment and  
Control Schools

Construct Group N
Scale 
Mean Coefficient P–value

Collaboration with

Other teachers Treatment 891 3.43 –0.04 0.47

Control 592 3.47

Administrators Treatment 891 3.02 –0.03 0.59

Control 592 3.05

whole staff Treatment 891 3.53 0.01 0.80

Control 592 3.50
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Table 8.12
Comparison of Three Types of Teacher Efforts to Help Schools Achieve High 
Progress Report Scores in SPBP Treatment and Control Schools

Construct Group N
Scale 
Mean Coefficient P–value

Collaborative planning Treatment 874 3.18 –0.10 0.05

Control 586 3.27

Attention to subgroups Treatment 874 3.26 0.01 0.87

Control 586 3.25

Test preparation Treatment 874 3.11 0.03 0.55

Control 586 3.10

Table 8.13
Percentage of SPBP Treatment and Control-Group Teachers Reporting 
Undertaking Efforts a Moderate or Great Extent to Help School Achieve 
High Progress Report Scores

Item Group N Percentage P–value

Sought out pD opportunities to 
improve my practice

Treatment 874 74 0.34

Control 585 74

Devoted effort to improving 
student attendance

Treatment 873 81 0.24

Control 586 85

Offered assistance outside of 
school to help students who were 
struggling

Treatment 873 57 0.31

Control 585 54

worked jointly with students to  
set and monitor individual goals

Treatment 874 79 0.21

Control 583 82

provided mentoring and other 
support to fellow teachers

Treatment 871 65 0.53

Control 583 62

Communicated with parents  
about the importance of 
completing survey

Treatment 872 64 0.51

Control 582 64
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improve.5 There were also no differences in the extent to which teach-
ers reported focusing on other areas, such as student attendance and 
communicating the importance of parent survey responses—two mea-
sures contributing to the Progress Report scores and thus to bonuses. 
As described in Chapter Six, some case-study SPBP staff had reported 
increased attention to these two areas, but these teacher survey results 
indicate that such efforts were not unique to schools eligible for the 
bonus and may have been more universal to all schools subject to Prog-
ress Report accountability measures.

Attitudes

As described earlier, understanding of and buy-in to the measures used 
to determine the schoolwide bonus may have mediated the effects of 
the financial incentive. Interestingly, there were no significant differ-
ences between SPBP and control-group teachers in the reported level 
of understanding of the Progress Reports and the factors contributing 
to their schools’ scores (Table 8.14). In fact, both reported high levels: 
85 percent of the treatment group and 86 percent for the control-group 
teachers agreed or strongly agreed that they had a strong understand-
ing. Further, both sets of teachers expressed similar levels of concern 
about basing financial bonuses on test scores: 82 percent of the treat-

5 Although the differences between groups on collaborative planning had a p-value of 0.05, 
the results were not statistically significant after adjusting for multiple comparisons.

Table 8.14
Percentage of SPBP and Control-Group Teachers Agreeing or Strongly 
Agreeing with Statements About Progress Reports and Rewards

Item Group N Percentage P–value

I have a strong understanding of our 
school’s progress report and what 
factors contribute to our school’s  
score this year (2009–2010)

Treatment 865 85 0.60

Control 591 86

rewarding teachers based on test  
score gains is problematic because 
it is hard to relate gains in student 
achievement to the work done by 
teachers

Treatment 841 82 0.21

Control 586 85
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ment group and 85 percent of the control-group teachers agreed or 
strongly agreed that rewarding teachers based on test score gains is 
problematic because it is hard to relate gains in student achievement to 
the work done by teachers.

When asked about how to distribute a schoolwide bonus, teach-
ers in the SPBP and control schools reported similar preferences for 
distributing equal shares to all staff (Table  8.15).6 However, SPBP 
teachers were significantly more likely to agree that nonteaching staff 
should receive a smaller share of the bonus than teachers, suggesting 
a slightly less egalitarian position among SPBP teachers than among 
control-group teachers. This difference between the SPBP and control 
schools remained statistically significant after we adjusted for multiple 
comparisons.

Teacher Mobility and Retention

As Table 8.16 illustrates, there were no significant differences between 
SPBP and control groups in the percentage of teachers reporting an 
intention to stay at the same school for the subsequent school year. 

6 Control-group teachers were asked about a hypothetical situation, and statements were 
prefaced with: “In a system of schoolwide bonus awards based on our school’s Progress 
Report score . . . .” Treatment teachers were simply asked to respond to questions about the 
SPBP, and items were identical to those listed in Table 8.11. Although the statements for both 
groups were not equivalent, the comparison of opinions are still valuable.

Table 8.15
Percentage of SPBP and Control-Group Teachers Agreeing or Strongly 
Agreeing with Statements About Distributing Financial Bonuses

Item Group N Percentage P–value

All building personnel should receive 
an equal share of the bonus

Treatment 844 65 0.32

Control 581 70

nonteaching staff should receive 
a smaller share of the bonus than 
teachers

Treatment 803 61 0.00

Control 582 56

nonteaching staff should not be 
eligible for a share of the bonus

Treatment 809 25 0.15

Control 582 24
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Table 8.16
Percentage of SPBP and Control-Group Teachers Agreeing or Strongly 
Agreeing with Statements About Teacher Mobility

Item Group N % Yes P–value

Do you plan to return to this school next 
year?

Treatment 737 94 0.13

Control 519 96

Among teachers responding no above —

I applied for a teaching position at a 
different school within the district

Treatment 188 16 0.86

Control 92 16

I applied for a teaching position at a 
different school in another district

Treatment 188 24 0.45

Control 91 30

I applied for a nonteaching job 
(including noneducation job)

Treatment 184 8 0.38

Control 90 7

I received a formal job offer to teach in 
another school

Treatment 185 7 0.79

Control 91 9

I received a formal job offer for a non–
teaching job (including non–education 
job)

Treatment 183 4 0.73

Control 91 3

I am retiring or may be retiring Treatment 183 10 0.80

Control 93 12

Similarly, among teachers reporting a possibility of not staying at their 
current school, SPBP teachers were just as likely as control-group teach-
ers to report submitting applications for teaching positions at a differ-
ent school in either the same district or another district or receiving 
formal job offers to work elsewhere.

School Environment

Despite the frequently expressed concern among educators and 
policymakers that financial incentives could damage the collegial envi-
ronment in schools, the bonus-eligible teachers in this study tended 
to report similar school climate conditions as their control-group col-
leagues (Table 8.17). Similarly, there were no significant differences in 
teacher reports of instructional leadership of their principal.
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Summary and Discussion

Overall, we found that SPBP did not affect self-reported teacher atti-
tudes, perceptions, and behaviors. After controlling for multiple com-
parisons across all 37 measures, we found just one statistically signifi-
cant difference between teachers in treatment and control schools. 
Teachers in the SPBP schools reported similar instructional practices, 
levels of effort, staff collaboration, types and amounts of professional 
development, attitudes about rewards, intentions to stay at their cur-
rent schools, and school climate conditions as their control-group col-
leagues. These findings indicate that the assignment to the SPBP treat-
ment or control group was not associated with differences in reported 
attitudes, perceptions, or behaviors.

Table 8.17
Comparison of School Environment Indicators (Collegiality and 
Instructional Leadership) in SPBP Treatment and Control Schools

Construct Group N Scale Mean Coefficient P–value

Collegiality Treatment 890 2.89 –0.03 0.48

Control 593 2.92

Instructional leadership Treatment 889 2.95 –0.02 0.62

Control 591 2.96
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ChApTEr nInE

Conclusions and Implications

This study was designed to evaluate the implementation and effects of 
the New York City SPBP. Drawing on case studies, interviews, surveys, 
administrative data, and documents, along with an analysis of Progress 
Report and student achievement data, we examined the history and 
roll-out of the program, the experiences of teachers and CCs, the bonus 
distribution plans developed, overall attitudes about the program, 
effects on schools and individuals, and the effects on student achieve-
ment. In this final chapter, we summarize our key findings about the 
program, present a set of recommendations for NYCDOE and UFT 
leaders, and discuss implications for pay-for-performance policy more 
generally.

Key Findings

The Study Found SPBP Did Not Improve Student Achievement

Overall, SPBP Did Not Improve Student Achievement at Any 
Grade Level. Analyses of student achievement on the state’s accountabil-
ity tests found small negative differences between the average achieve-
ment of students attending SPBP treatment and control elementary, 
middle, or K–8 schools in years 1 through 3. These differences, how-
ever, were statistically significant only for mathematics in year 3, and 
none were significant when we controlled for multiple testing. These 
results were robust under various analytic approaches. Similarly, there 
were no statistically significant overall effects on Regents Exam scores 
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for high school students in years 1 and 2. The team tested for but did 
not find differential program effects by school size and found no rela-
tionship between student achievement and the CC distribution plans 
for bonuses among staff.

SPBP Did Not Affect School Progress Report Scores. Across all 
years and all the component scores for the Progress Reports (environ-
ment, performance, progress, and additional credit), the researchers 
found no statistically significant differences between scores of SPBP 
treatment and control schools and between schools that participated in 
SPBP each year (regardless of random assignment) and other eligible 
schools. This lack of effects held true for elementary, middle, and high 
schools.

The Implementation Had Mixed Success in Creating the Optimal 
Environment for SPBP

SPBP implementation depended on communication about the pro-
gram to participating schools and their staffs, the CC determination 
of award distributions, the determination of award winners, and the 
subsequent payout of those awards. Past research on pay-for-perfor-
mance programs and expectancy theory (Vroom, 1964) suggests that, 
to achieve the desired program results, these activities must follow 
a reasonable timeline and lead to a high degree of the following key 
attributes:

•	 understanding of the program, as shown by knowledge of criteria 
by which incentives are awarded and the amount of money at 
stake

•	 expectancy, as demonstrated by educators’ beliefs that they are 
capable of doing things that will enable them to achieve the tar-
gets

•	 valence, a concept that refers to the belief that incentives are suf-
ficiently valuable or substantial to inspire responses predicted by 
the theory of action

•	 buy-in, or acceptance of the program and its criteria
•	 perceived	fairness.
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The findings below describe the rollout, communication, and the 
extent to which the implementation achieved the key attributes neces-
sary for success.

Basic Procedures Were Enacted as Planned. NYCDOE and UFT 
generally implemented SPBP as intended. At the start of each year, 
schools voted to participate, and later in the year, formed their CCs 
and submitted bonus distribution plans. Schools had the freedom to 
compensate staff with bonuses as they desired, without interference 
from either NYCDOE or UFT. Each year, NYCDOE awarded bonuses 
according to the program guidelines. In the first two program years, 
district leaders announced the bonuses within the first few months of 
the next school year. However, in year 3, announcements were delayed 
until nearly midway through the subsequent school year.

Communications Followed the SPBP Design, with Early Prob-
lems Being Corrected Over Time. Both NYCDOE and UFT adhered 
to the communication plan for SPBP, which called for sharing joint 
DOE-UFT written materials about the program with school staff. 
According to survey respondents, UFT representatives served as the 
main conduits for information about SPBP to UFT CC members and 
teachers. CC respondents reported early misunderstandings but that 
communications improved over time. Nevertheless, some interviews 
and teacher survey responses suggested that some misunderstanding 
of program components remained into year 3, when UFT and DOE 
reduced the emphasis on communicating about the program.

The CC Process Was Implemented Fairly and Smoothly, but Some 
Schools Had Difficulty with the Decisionmaking Process. Each school 
formed a four-person CC and generally followed SPBP guidelines 
regarding membership and procedures. Most CC members reported 
that the decisionmaking process was fair, collegial, and inclusive, and 
that achieving consensus was easy; however, some survey and case-
study respondents expressed concerns about the process. For example, 
44 percent of teachers disagreed or strongly disagreed that teachers’ 
preferences were taken into account when developing the distribu-
tion plan. Some CC members whom we interviewed also questioned 
whether the requirement that UFT-represented staff make up only one-
half of the members truly guaranteed an even playing field and spoke 
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about power differentials that played out between administrators and 
UFT-represented staff in committee deliberations.

The Majority of CCs Developed Nearly Egalitarian Award Distri-
bution Plans, Reflecting Strong Preferences Among CC Members That 
Staff Members Share Bonuses Equally. Although administrators were 
significantly more inclined than their UFT counterparts to favor dif-
ferentiating bonuses so that different staff members would be eligible 
for different amounts, there was a strong preference overall for egalitar-
ian plans among CC members. Further, almost two-thirds of teachers 
indicated a preference for distributing equal shares of the bonus to all 
school staff (yet almost the same proportion of teachers also reported 
that nonteachers should receive a smaller share than teachers). Not sur-
prisingly, the majority of committees developed equal-share distribu-
tion plans in both years. The most common individual bonus amount 
awarded to staff in the plans was $3,000 in all three years. Most staff 
within a school received the same award amount. In fact, in 2010, 82 
percent of staff members were slated to receive the most common or 
modal award for their school, and even greater equality existed in the 
early years of the program. Inconsistent with the notion that larger 
schools might use differentiation in bonus payments to offset “free 
riders” (i.e., staff who shouldered less than their fair share of the work 
but still collected a full bonus), award equality increased with school 
size.

About 31 percent of schools reported using individual perfor-
mance as at least one of the factors for determining awards. The remain-
ing schools either did not differentiate or reported using only factors 
related to time or job title but not individual performance. Unequal 
disbursement at times led to resentment within the schools, and some 
schools with highly differentiated allocation plans one year adopted 
much more egalitarian plans the subsequent year.

The Few Schools That Determined Bonus Shares by Individual 
Performance Tended to Have More Differentiation Among Award 
Amounts, but Did Not Differ from Other Schools in Student Achieve-
ment. Sixty schools reported including individual performance mea-
sures, such as staff absences, unsatisfactory staff evaluation ratings 
(“U-ratings”), or other performance measures as a factor (among many 
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others) for determining individual staff awards. Compared to other 
schools that did not report relying on individual performance measures 
in developing their distribution plans, these schools were more likely 
to award staff less than the modal awards and more likely to award 
certain staff members no money. According to the theory of action for 
SPBP that some leaders espoused, greater disparity in awards would 
help to incentivize performance, have a motivational effect on indi-
vidual behavior, and increase student achievement. However, even the 
schools that determined awards by individual performance generally 
remained cautious about deviating from egalitarian awards and slated 
74 percent of staff, on average, for the modal award amount. Moreover, 
students in these schools—whether elementary, middle, or K–8—did 
not have higher achievement than those in other SPBP schools.

A Minority of CC Members and a Few Case-Study Respondents 
Reported Problems with the Distribution of Bonuses. The distribu-
tion process was reported to run fairly smoothly in year 3, and only a 
minority of CC members reported problems, such as staff being left off 
the list of recipients or being upset with a perceived unfair distribution. 
None of these reported problems reached the level of official appeal 
in any year of the program. Participants in several case-study schools 
reported dissatisfaction among staff when decisions and criteria used to 
differentiate the bonus were viewed as opaque and subjective or when 
the schools did not communicate the final distribution plans to staff 
members.

The Implementation of SPBP Had Mixed Results in Creating the 
Conditions that Foster Success. We noted the following:

•	 Understanding	 and	 Awareness.	 Staff members reported being 
aware of the program and generally supportive of it. Most educa-
tors surveyed and interviewed greatly appreciated the financial 
reward and the recognition for their efforts. However, there were 
persistent misunderstandings about the Progress Reports and 
other program elements. According to surveys, more than one-
third of teachers did not understand key aspects of the program, 
including the target their schools needed to reach, the amounts 
of money their schools would receive if they met their targets, the 
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source of funding, and how committees decided on distribution 
plans. In case-study schools, many individuals conveyed misper-
ceptions about various aspects of the programs, and many called 
for better communication.

•	 Expectancy.	In year 3, staff showed some accuracy in their assess-
ment of the efforts required to earn a bonus but, overall, seemed 
to overestimate the likelihood that their schools would receive 
bonuses. For instance, although many CC members acknowl-
edged needing to improve performance to win a bonus in 2009–
2010, a large majority felt certain their school would receive one.

•	 Valence.	 The majority of teachers and CC members expressed 
a strong desire to win bonuses and found the financial bonuses 
motivating, but many winners reported that, after taxes, the 
bonus seemed insignificant. In fact, almost one-half of the teach-
ers responding to the survey and some staff members in case-study 
schools indicated that the bonus was not large enough to motivate 
extra effort. Further, many case-study respondents reported view-
ing the bonus as a reward for their usual efforts, not as an incen-
tive for changing their behavior.

•	 Buy-in.	Buy-in for the program performance measure was lim-
ited: The majority of teachers and CC members felt the criteria 
relied too heavily on test scores.

•	 Fairness.	More than one-half of teachers and CC members felt the 
program was fair to participating schools, and CC members did 
not report dissatisfaction about unfair distributions. However, 
some UFT-represented staff expressed dissatisfaction with the 
composition of the CC committee; more than one-half of teach-
ers and UFT committee members wanted UFT to have greater 
than 50-percent representation on the committee. Some staff also 
felt the Progress Report targets were too high.

•	 Timelines.	Three-fourths or more of teachers and CC members 
suggested that they should have been informed of the distribution 
plans at the start of the year.
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SPBP Did Not Produce the Intended Effects on Teachers’ Reported 
Attitudes and Behaviors

SPBP Did Not Affect Teacher Reported Attitudes, Perceptions, 
and Behaviors. The survey found almost no differences between the 
practices and opinions of teachers in the SPBP group and those of the 
control group. On all measures related to instructional practices, effort, 
participation in professional development, mobility, and attitudes, the 
responses from the two groups of teachers were very similar, and there 
were no statistically significant differences among them.

The Lack of Results Might Be Due to the Limited Motivational 
Power of the Bonus. The theory of action behind SPBP was that the 
potential for a bonus would motivate change, but this study did not 
find such change. The vast majority of teachers and CC members who 
received bonuses said that winning the bonus was a nice acknowledg-
ment of their hard work but that it did not influence their performance. 
In addition, only about one-third of CC members and 16 percent of 
teachers reported that not receiving a bonus energized them to improve 
their practices the subsequent year, and only a very small proportion 
of both groups actually reported that not receiving the bonus reduced 
their motivation.

The limited motivational effect of the bonus might have resulted 
from school staff viewing the award as a reward rather than an incen-
tive: It made them feel appreciated for their hard work, but they 
claimed that they would have undertaken this work with or without 
the bonus. The size of the award might also have been a factor. Some 
stakeholders believed that differentiation among awards could enhance 
the motivational power of the bonuses. As discussed previously, dif-
ferentiation especially related to performance was very limited, and it 
is possible that this too contributed to the limited incentivizing effects 
of the bonus. Finally, other accountability pressures and intrinsic moti-
vations were often perceived to be more salient than the bonus. For 
example, although 64 percent of teacher survey respondents said the 
possibility of earning a financial bonus motivated them moderately or 
to great extent to work hard as a teacher, an even greater percentage 
reported the same motivational value from the possibility of receiving 
a high Progress Report grade (without the financial incentive attached) 
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(75 percent) and achieving or exceeding their school’s AYP target (77 
percent).

The Lack of Effect Was Also Echoed in Responses About Staff 
Members’ Own Performance. The majority of teachers, CC members, 
and case-study respondents said that SPBP did not affect their own job 
performance or motivation.

It Is Less Clear Whether the Lack of Effects on Collaboration or 
Morale Contributed to the Lack of Intermediate Outcomes. SPBP’s 
theory of action hypothesized that the chance to earn a bonus on the 
basis of school performance could enhance collaboration and improve 
outcomes. It also suggested that winning bonuses could boost morale 
and improve outcomes. However, the data on collaboration and morale 
were mixed. More than 40 percent of participating teachers and CC 
members reported that teachers’ willingness to collaborate and work 
together, teachers’ focus on student learning, and staff morale changed 
for the better as a result of participating in SPBP. The perception of 
increased willingness to collaborate, however, was not reflected in 
the comparison with schools not in the program. The reported levels 
of staff collaboration differed very little between SPBP and control 
schools, and the differences that existed tended to show greater col-
laboration in the control schools (but the differences were not statisti-
cally significant).

Discussion

The findings from the Progress Report and student achievement 
analyses suggest that in the first three years of implementation SPBP 
did not achieve its ultimate goal of increased student performance. 
There are several plausible explanations for these results.

First, one could argue that the program was too new to expect 
to see effects. As noted, the program was first introduced midyear in 
2007–2008, three months before state tests were administered, and 
many staff members may not have been aware of their school’s partici-
pation or the incentive until the end of the year or when they received 
the actual bonus payment the next fall. In year 2, assuming that staff 
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were not sure their school was going to participate at the start of the 
year when a vote was required, the January 2009 administration of the 
ELA state test may have also given school staff only a limited time to 
operate within the bonus program prior to testing. Thus, in the first 
two years, it is reasonable to ask when teachers could have even begun 
to be motivated by the bonus, and how many months after that point 
would they have had to actually influence the performance measures? 
Is it realistic to expect that school staff could have improved instruc-
tional quality and student outcomes in that limited time? The lack of 
positive results found in year 3, however, is not as easily accounted for 
by this explanation, since more staff members should have been aware 
of the program and since there was at least a reasonable window of 
opportunity for staff to experience motivational effects. One could still 
argue, nevertheless, that it may take longer than three years for changes 
in teachers’ practices to result in higher test scores. Yet, the lack of 
teacher effects described in Chapter Eight provides no support for this 
argument. Our results suggest that, after three years, the program was 
having no significant effect on teacher behavior.

Second, the findings from the teacher and CC surveys and case-
study interviews suggest that several factors important for pay-for-per-
formance programs might not have been in place in all participating 
schools. The absence of these factors might have weakened the motiva-
tional effects of the bonus. Circumstances that could have weakened 
SPBP’s effects include misunderstandings about the program, uncer-
tainty that teachers could sufficiently change practices or act in ways 
to achieve targets, lack of buy-in for the bonus criteria, concerns about 
timing, and questions about procedural fairness, among others. With-
out a high degree of understanding, expectancy, valence, buy-in, per-
ceived fairness, and a reasonable timeline, it is not surprising that SPBP 
was not a strong motivational and reform tool in all the schools.

The lack of observed results could also be due to the low moti-
vational value of the Progress Reports and the accountability incen-
tives all schools faced. Assessing the true motivational value of the 
bonus is a difficult task. Our data seem to yield mixed findings on 
this topic. While many teachers and other staff reported that the pos-
sibility of receiving a bonus did not affect their practices, many none-
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theless expressed a desire to earn the bonus and indicated that they 
were taking it seriously. Nevertheless, many acknowledged that other 
accountability pressures and incentives (e.g., receiving a high Progress 
Report grade, achieving AYP targets) held the same motivational value 
as the possibility of receiving a financial bonus.

Even though winning the bonus was desirable, that does not mean 
it motivated teachers to change behaviors. Teachers reported that the 
bonus motivated them to work hard but maybe not harder than they 
would have in its absence. The desire to receive a good Progress Report 
grade was even more broadly a strong motivator and was an incentive 
for all staff in all schools both SPBP and control. Hence, while the 
bonus might have been another factor motivating SPBP staff to work 
hard, they would have had similar motivation without it because of 
the high level of accountability pressure on all schools and their staffs. 
Consequently, SPBP might not be expected to change behavior or to 
influence student outcomes.

Several other programs (e.g., Teachers of Tomorrow Program, 
Opportunity New York City-Family Rewards program) may have 
also been in place during the study period that rewarded teachers and 
students for improved performance. These programs included teach-
ers and students in both SPBP and control schools. Like the general 
accountability pressures, these other programs incentivized all partici-
pants to change behavior and could have limited the ability of SPBP to 
yield any additional behavioral changes over and above those already 
being made.

Some may also argue that, because of the lack of differentiated 
performance plans in most schools, the true motivational potential 
of SPBP was not adequately realized. Some NYCDOE leaders clearly 
intended schools to seize on the autonomy of the CC to distribute 
funds in ways that provided additional, individual-based performance 
incentives. Over the three years, very few schools opted for differenti-
ated distribution plans, and many differentiated in ways not based on 
individual performance but instead on such factors as time spent at the 
school or job titles. We found that student achievement was not greater 
in schools that differentiated in part on the basis of individual perfor-
mance, even though these schools had significantly greater disparity in 
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their awards than other schools. However, the sample of schools was 
very small, giving us little statistical precision to estimate the effects of 
such distribution strategies.

Another possible explanation for the lack of positive student 
achievement effects is a flaw in or “incompleteness” regarding the 
underlying theory of action for SPBP and school-based pay-for-per-
formance programs more generally. As some have argued in the past, 
motivation alone may not improve schools (Elmore, 2004; McLaugh-
lin, 1987). Even if the bonus inspired staff to improve their practices or 
work together, staff may not have the capacity or resources (e.g., school 
leadership, social capital, expertise, instructional materials, time) to 
bring about improvement. As one researcher has argued in the past 
about other school-based pay-for-performance programs, “even schools 
that may be inspired by the school-based incentive system may be stuck 
or stymied. They could be more willing but still not able to improve” 
(Malen, 1999, p.  390).

Finally, it is also worth noting the contradictions between staff 
perceptions of program effects reported in Chapter Six and the more 
direct effects reported in Chapters Seven and Eight. There are several 
possible explanations for this misalignment. First, it is possible that 
survey respondents were reporting socially desirable responses and thus 
inflating the perceived effects of the program. Second, it may be that 
staff in SPBP schools attributed changes in motivation and outcomes 
to SPBP participation but that other factors led to similar results in the 
control schools. For example, if SPBP had not been in place, teachers 
in SPBP schools might have been equally motivated by the desire for a 
good Progress Report grade. Third, the effects that teachers report may 
have occurred but been too small to change outcomes or been identi-
fied through our analyses. Fourth, it is possible that at least some of the 
teacher reports are accurate but that the factors that changed were not 
related to student outcomes and, consequently, did not translate into 
program effects on student achievement. Even though the reports were 
not the best measure of the causal effects of the program on certain 
behaviors and student outcomes, they did indicate a level of positive 
response to the program and to pay-for-performance, since staff not 
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only reported positive perceptions of the program but were also willing 
to attribute positive effects to it.

Recommendations

Overall, evidence from this study did not support continuing SPBP. 
The program did not have the desired effects on student achievement 
or the necessary intermediate teacher outcomes. There was no consis-
tent evidence that the program motivated educators to change their 
practices or that continuing the program would improve outcomes. 
Moreover, the program was costly, and its costs fluctuated dramatically 
across years.

As we discussed earlier, some implementation problems may 
have weakened the effects of the bonus and the program overall, and 
NYCDOE and UFT leaders could consider the following actions to 
address those if they wish to consider a similar program again:

Improve Communication

NYCDOE and UFT leaders may want to consider disseminating infor-
mation early in and regularly throughout the school year to ensure that 
all staff know how bonuses are calculated and on what basis, the dollar 
amounts at stake, and the general process for how the program oper-
ates. Other areas to clarify are allowable options for distributing funds 
and who is eligible (e.g., who can be added to the TO, staff pooling 
of funds for non-UFT staff). Further clarification about the role that 
personnel evaluation data can play in the CC deliberations and the 
potential privacy issues that might arise with such use would also be 
warranted. Some respondents requested that UFT leaders from head-
quarters come to schools to discuss the program with staff.

Leaders may also want to consider centralizing communication 
with CC members and participating schools by placing one person in 
charge of disseminating the same information to all participants. Reg-
ular communications about the program throughout the year might 
also improve understanding and buy-in. NYCDOE and UFT might 
also consider requiring schools to form their committees at the start 
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of the year and submit these names and email addresses. This would 
permit communication with CC members much earlier in the school 
year. Both these changes might address the differences in the reported 
receipt and perceived adequacy of information received by UFT staff 
and administrators serving on CCs. Another option would be to main-
tain a website where teachers interested in learning more about SPBP 
can access information and any materials that were distributed to 
school building designees.

School staff may also benefit from information about the com-
mittee process, for example, the importance of electing representatives 
to serve who understand staff preferences, are skilled at deliberating, 
and know how to “hold their own” in a group of individuals who may 
possess different viewpoints or levels of power. Leaders may also want 
to consider the potential value of improving communication about the 
program to parents and external constituencies, who currently are not 
the target of communication efforts within schools. It is possible that 
by knowing more about the program these stakeholders could not only 
provide additional “productive” pressure and incentive to improve, but 
perhaps contribute resources and help build capacity to help schools 
improve and attain their targets.

Adjust the Program Timeline to Ensure That All Staff Know at the 
Start of the Year the Distribution Plan and Dollar Amounts They Can 
Potentially Earn

If schools are required to develop their plans at the beginning of the 
academic year, staff would have a better understanding of what is at 
stake and might think about bonuses more as an incentive than simply 
a reward. One drawback, of course, is that if schools are required to 
submit each staff members’ name and dollar amount at the start of the 
year, committees would not be able to use current school year perfor-
mance data (e.g., periodic assessment results, personnel evaluations) as 
the basis for differentiating bonus awards. However, given that so few 
committees seemed to use performance data to award bonus shares 
in all three years, this might not be a compelling reason to maintain 
the existing timeline. Nevertheless, one way to address this concern 
is to require start-of-year plans to include the general criteria or basis 
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for awarding bonuses (e.g., individuals will receive more if they obtain 
higher teacher evaluation ratings, produce higher interim assessment 
results, serve the full year at the school), but leave the final decisions 
about allocating specific dollar amounts until the end of the year. It 
might also help to clearly communicate at the start of the year that 
bonuses are taxed to avoid the disappointment that many appeared to 
experience in the past.

Ensure Transparency of Distribution Criteria and Plans

Related to the first two recommendations, NYCDOE and UFT lead-
ers should consider requiring all committees to disseminate distribu-
tion plans and publicize the rationale for their decisions to all staff. 
These efforts could potentially prevent some of the conflict that arose 
in case-study schools that differentiated payouts without explaining 
to staff the criteria for these decisions. Required dissemination of dis-
tribution plans would also more clearly signal to staff what is being 
rewarded and, where relevant, what staff could do to potentially earn a 
greater share of the bonus pool.

Provide Technical Assistance to CC Members to Facilitate Democratic 
Decisionmaking

To ensure that decisionmaking is truly democratic, it might help if 
NYCDOE and UFT leaders provided guidance about rules and pro-
cedures to follow when deliberating about bonus distribution. While 
schools that decide on equal-share plans may not need this support, 
others that debate differentiated options could benefit from informa-
tion on how to weigh options, conduct open debate, and ensure that 
all members have an equal say in the final decisions. Such support 
might include information on how to establish norms and rules of 
engagement, with specific guidelines on how to ensure reasoned and 
democratic procedures and methods for deliberating and achieving 
consensus. Such groups as the National Coalition for Dialogue and 
Deliberation or organizations supporting Critical Friends Groups may 
have protocols and other tools that help establish these norms, rules, 
and procedures.
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Final Thoughts on Recommendations

Of course, other recommendations are less feasible, given current 
budget constraints. For example, although increasing the average size 
of bonuses might strengthen the perceived value and motivational 
effects of the bonus, it is not practical during a period of budget cutting 
and fiscal constraint. Similarly, it is possible that adjusting Progress 
Report measures might also improve buy-in for some staff members. 
For example, reducing the weight given to survey results might remove 
any incentives that exist for “gaming” this aspect of the Progress Report 
score and prevent efforts to artificially inflate results. However, survey 
results provide one of the few input measures and, if removed, may 
heighten existing concerns that targets rely too heavily on test-score 
results. To this point, many educators appear eager to include other 
measures of student outcomes that are not test based. Again, making 
such adjustments would require significant resources that may not be 
available.

However, we have no evidence that implementing these adjust-
ments would improve the effectiveness of the program significantly. 
Theory suggests that good communication, timeliness, and transpar-
ency are necessary for programs like SPBP to succeed, but it does not 
guarantee that the awards will have the desired motivational incentives 
or lead to changes in school staff or student outcomes. Furthermore, 
given the consistent failure of recent experiments with similar bonus 
programs to positively affect student outcomes, we suspect a more-
comprehensive revision of the program and reevaluation of the theory 
of action is likely to be necessary to achieve the desired outcomes.

Finally, the sharp decrease in the percentage of schools receiv-
ing bonuses in year 3 (13 percent) compared to year 2 (84 percent) 
also suggests a broader lesson for policymakers generally. Although the 
study did not collect data on responses to the year 3 results, it is hard to 
imagine how such fluctuations could improve the already weak moti-
vational effect of the program. Prior to implementing a performance-
based bonus program, it would behoove leaders to ensure greater stabil-
ity of the accountability measures on which the bonuses rely.
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Implications for Pay-for-Performance Policy

The results of this evaluation add to a growing body of research from 
the United States that finds no effects on student achievement of narrow 
pay-for-performance policies that focus only on financial incentives 
without such other features as targeted professional development or 
revised teacher evaluations. In recent years, a few studies, released well 
after SPBP started, have demonstrated that several school- and indi-
vidual-based performance incentive policies had no significant effect 
on student test results (e.g., Glazerman and Seifullah, 2010; Springer 
et al., 2009a; Springer et al., 2010). The New York City SPBP provided 
one of the few examples of a school-based incentive policy and, like the 
individual programs, had few observable effects on students, staff, and 
schools. The implementation findings, nonetheless, provided insights 
into the theory of action underlying the policy and the mechanisms 
expected to yield positive student outcomes—such as improved moti-
vation, enhanced morale, increased collaboration, and improved prac-
tices. The study also uncovered much about the process and potential 
challenges of assigning a small school committee the task of distribut-
ing a schoolwide bonus among staff.

Overall, these results yielded several implications relevant to the 
broader set of pay-for-performance policies that have gained consider-
able national attention and interest in recent years:

•	 Conditions	must	foster	strong	motivation. Our study findings sup-
port much of the theoretical literature and other empirical research 
suggesting that there may be a set of key conditions needed to 
bolster the motivational effect of financial incentives, including a 
high degree of understanding about the program (e.g., criteria for 
awarding incentives, the amount of money at stake), expectancy 
(i.e., belief that educators can sufficiently act in ways to achieve 
targets), valence (i.e., belief that incentives are sufficiently valu-
able or substantial to inspire responses predicted by the theory 
of action), buy-in (e.g., for the criteria by which incentives are 
awarded), perceived fairness, and a reasonable timeline. Several 
of these purported key system components were lacking in SPBP 
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and were identified by educators as limiting the ability of program 
to change their behaviors.

Some of these conditions, such as expectancy, understanding, 
and buy-in, are also closely tied to the broader accountability 
system. For example, some of the confusion and resistance educa-
tors expressed may relate to the Progress Reports alone, separate 
and apart from the bonus. Many did not like the overreliance on 
test results to measure success, and many did not understand the 
complicated calculations used to arrive at the final Progress Report 
scores. These concerns suggest the need to invest in broader com-
munication around the accountability system and to consider the 
level of buy-in for and understanding of those measures. Staff 
may be unwilling to work toward a goal they do not support, 
even if they find bonuses valuable. It may be necessary for the 
system to engage staff in developing the performance metrics and 
be willing to revise them if they do not receive general support or 
retain any initial buy-in. Additional support also might be needed 
to help staff motivate to improve to achieve its goals.

Other related conditions that might mediate the motivational 
signal of incentives that were not systematically examined in this 
study are the capacity of educators to achieve the accountability 
targets and the organizational context in which educators operate. 
If educators feel that they do not have the resources, or that orga-
nizational or political barriers impeded their ability to act in ways 
that will help them achieve their targets, then incentives will be 
of little use. Such a scenario might require investments in capacity 
building and organizational structure, policies, and cultures that 
facilitate improvement.

•	 It	 is	 important	 to	 identify	 the	 factors	 that	 truly	 affect	motivation. 
Motivation is a key to the theory of change in pay-for-perfor-
mance programs. The failure of recent experiments to find effects 
(Springer et al., 2010a, b) has generally been attributed to the lack 
of motivational effects in such programs, which is consistent with 
research studies in other sectors (Marsden and Richardson, 1994; 
Milkovich and Wigdor, 1991; Pearce and Perry; 1983). However, 
the in-depth data from this evaluation present a somewhat con-
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tradictory story. Teachers and other staff reported that the pos-
sibility of earning a bonus motivated them to work hard and was 
desirable, but they also reported not changing their behaviors in 
response to the program. It may be that a desirable award is not 
enough to actually change behavior. This may be particularly 
true in the context of high-stakes and high-profile accountabil-
ity. More teachers reported that receiving good Progress Reports 
is a motivator than that the bonus motivated them. The Prog-
ress Report has no direct financial rewards, but it has high stakes 
in terms of public opinion and possible negative sanctions. All 
schools face these accountability pressures; thus, these pressures 
may make the value of the additional incentive of the bonus too 
low to matter, or the bonus may just substitute for other motiva-
tional factors. 

It may also be that concerns about experiencing negative sanc-
tions—again a factor faced by all schools—is a greater motivator 
of true change than a bonus with unknown expected value. The 
experience of the POINT experiment in Nashville (Springer at al, 
2010) is consistent with this conjecture. In the context of high-
stakes accountability—schools in the district were facing possible 
state takeover—student outcomes of both treatment and control 
teachers demonstrated notable improvements, but the additional 
effects of the bonuses on student achievement were limited to 
none. Finally, as noted earlier, the limited motivational effects of 
the bonus that teachers and other school staff reported might not 
be enough to explain why SPBP failed to change teacher behav-
iors. Such factors as lack of capacity to change or to identify alter-
native teaching practices might have prevented change, even if 
the limited motivation of the SPBP bonus induced teachers to try 
to improve.

•	 Performance-based	incentives	may	face	challenges	from	the	micropol-
itics	of	school-level	implementation.	This evaluation highlighted the 
underlying political tensions inherent in implementing a bonus 
system. Although many major program elements were imple-
mented smoothly across participating schools (e.g., the formation 
of CCs), some schools found it difficult to decide how to distribute 
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bonuses among staff (e.g., power differentials played out between 
administrators and UFT-represented staff during deliberations). 
The majority of CCs distributed bonuses nearly equally among 
all staff, and some unequal disbursements exacerbated political 
tensions within schools. Those seeking to enact similar programs 
should recognize that the very idea of differentiating pay based on 
performance will likely run up against pervasive school cultures 
and norms of collaboration and egalitarianism.

•	 Pilot	 testing	 and	 evaluation	 are	 essential. From the outset, 
NYCDOE and UFT leaders intended to implement SPBP on a 
pilot basis. Resource constraints prevented the planned scale-up 
within the initial group of schools identified as eligible for this 
pilot program, providing evaluators with three years to compare 
outcomes and practices across a set of participating and compa-
rable high-needs control schools. Implementing the program on 
a small scale and including randomized treatment and control 
groups for three years (perhaps not intended at the outset) pro-
vided valuable information to inform future decisions about an 
essentially untested policy innovation. Leaders created the oppor-
tunity to gather comprehensive data on the implementation and 
outcomes to assess the merits of continuing and further scaling up 
this policy. The pilot period and evaluation also provided leaders 
an opportunity to reexamine the theory of action and assump-
tions underlying SPBP. 
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